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} <1 Distributed control architecture>

1.1 Structure of the industrial control system

1.2 Integration problem
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} Structure of Industrial Control Systems

There are three major trends in contemporary industrial systems:

« Distributed and decentralized structures of automation,

* Increased integration of communication through all levels of the control systems
supported by the application of wired and wireless networks,

» Growing demand for the application of it standards.

Most industrial control systems adopt a multilevel, vertical control hierarchy.

Such a system is structured in three levels: nramet Ti

« the direct (device) control level,

« the supervisory level,

+ the management level. (

S$CADA

plant bus

PLC nodes

Communication networks at
each level ensure data
transmission and cooperation
between distributed control
nodes.

TAT device bus
, *J J

sensor bus

|J<] g Transducer, é é é g Dk]
actuators
plant
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<1 Distributed Control Architecture> (:
<1.1 Structure of the industrial control system>

Currently, there are three major trends in contemporary industrial control systems:
Distributed and decentralized structures of automation,

eIncreased integration of communication through all levels of the control systems
supported by the application of wired and wireless networks,

*Growing demand for the application of IT standards.

Fig.1.1 multilevel structure of an industrial control system

Most industrial control systems adopt a multilevel, vertical control hierarchy. Logically,
such a system (see fig. 1.1) is structured in three levels: the direct (device) control level,
the supervisory level and the management level.




} Flow of Information Supported by Network

» Control (synchronous)

— Implicit messaging (I/O messages that typically contain time-
critical control data):

0 acquisition of process input data (synchronous)
0 actuation of process outputs

* Collect (asynchronous)
— Explicit Messaging:
o transmission of data between controllers
o setting of parameters by supervisory systems

» Configure
— Initial Commissioning
— Program Upload/Download
— On-line enhancements and modification
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<1 Distributed Control Architecture> C
<1.1 Structure of the industrial control system>

Before we look at how ODVA & CI have built EtherNet/IP, we must first look at the three
principal types of functionality offered to the user.

Control services provide for the traditional 1/0 of a PLC based system. The I/O of the system
s predictable, in so far as the presentation of data will follow a preset, pre-configured pattern
as far as is practical with no user input. Hence implicit; by specifying the presence of 1/0]
devices, the data exchange messaging to them is implicitly specified also with no further
need for the user to interact with the application layer

Collection services provide for the traditional monitoring of a control system parameters and
databases and the non-time critical interfacing between them. Messaging is asynchronous in
that when a message is transmitted or received there is no guarantee about when or even if
the same message will be transmitted or received again. Each message must be explicitly]
triggered by a call into the application layer of the protocol

Finally, configuration services provide for the system being set up initially, or modified on-
ine. They allow the application itself to be modified, rather than the application data which is
all that is made available to the Collection services




} Direct (device) Control

MAIN TASK - maintain the process states at the prescribed set values

Level components and its functionality

* Interface to the hardware

« Control algorithms (mainly PID)

* PLC and embedded control nodes as the front-ends of the system
« High-quality networks (speed, punctuality)

Hard real-time activities are located at this level
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<1 Distributed Control Architecture> (:

<1.1 Structure of the industrial control system>

The basic task of the direct (device) control level is to maintain the process states at
the prescribed set values. The device controller level provides an interface to the
hardware, either separate modules or microprocessors incorporated in the equipment to
be controlled. Here, mainly PID digital control algorithms are implemented — in some
cases these are more advances control methods such as multivariable control or
adaptive functions. A number of embedded control nodes and Programmable Logical
Controllers (PLC) are used as the front-ends to take the control tasks. High speed
networks and fieldbuses are implemented at the direct control level to exchange in
real time the information between front-ends and the device controllers and, vertically,
with the supervisory control level. This architecture has the advantage of locating the
hard real-time activities as near as possible to the equipment.




} Supervisory Level

The supervisory level comprises workstations and industrial PCs providing
high-level control support, database support, graphic man-machine interface,
network management and general computing resources.

Main Tasks:

« Calculates set points for controllers according to the defined criteria,

« Solves optimization and identification tasks,

» Uses more advanced closed-loop control strategies (predictive control, repetitive
control),

« Offers shorter computational time due to the higher efficiency of the workstations,

* Provides redundant control system if necessary (control loops and algorithms)
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<1 Distributed Control Architecture> (:
<1.1 Structure of the industrial control system>

The supervisory level comprises workstations and industrial PCs providing high-level
control support, database support, graphic man-machine interface, network
management and general computing resources.

Classically, the supervisory level calculates set points for controllers according to the
defined criteria. For this purpose more complex mathematical models of the process
are employed at this level to find the optimal steady-state, by solving optimisation and
identification tasks. Due to the rapid development of computer technology, there is
growing scope for more advanced close-loop algorithms (predictive control, repetitive
control) located at this level. However, increasing computational efficiency of PLCs at
the device level supported by high performance networks transferring data and control
signals vertically gives more flexibility to the designer. The control loops can be
handled by local, device—level controllers, and also by the supervisory controllers
(Fig.1.1). For example, a predictive control algorithm can be handled by a supervisory
workstation as well as by a local PLC. In some cases similar control algorithms must
be located in both levels if redundancy of the control system is required. It should be
noted that upper level loops usually offer shorter computational time due to the higher
efficiency of the workstations.

The role of the communication networks at each level is to ensure data transmission
and coordinate manipulation among spatially distributed control nodes. The evolution of
industrial communication has moved to Industrial Ethernet networks [1]. Since Ethernet
is a shared network, the packets containing the digitized measurements need to share
the network bandwidth with external traffic; thus, the available channel capacity is
limited and dynamically changing. Therefore, the control over the upper level loop
usually offers longer data transfer time due to high vertical network traffic and longer
delays.




} Integration

INFORMATION INTEGRATION IS A CRITICAL ISSUE

Common industrial communication protocol and integration standard to faciliate
interoperability needed!

Open and effective communication and integration architecture focused on data
access.

Ethernet protocol — data transmission standard

OPC (OLE for Process Control) — data exchange standard providing open data
integration architecture. Between nodes and between software modules

FOUNDATION
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<1 Distributed Control Architecture> (:
<1.2 Integration problem>

The ability to easily integrate information from control systems and ,plant floor” measurements
with supervisory and optimisation levels is a critical issue. It is very difficult to share data
between various devices and software manufactured by different vendors without a common
industrial communication protocol and integration standard to facilitate interoperability.

The key is an open and effective communication and integration architecture concentrating on
data access, not on the type of data. Ethernet protocol comes as a solution to the data
transmission problems mentioned above, while the OPC (OLE for Process Control) data
exchange standard was developed as a solution which fulfills the requirements of open data
integration architecture.




®

| >0PC

FOUNDATION

OPC:

+ Based on the Microsoft DCOM specification

» Most commonly used form is DATA Access (OPC DA) — deals only with current
process data

» OPC client can be connected to several OPC servers provided by different vendors

» OPC client can connect to the OPC server which is located in another computer in a
network (DCOM)

OPC — implements client-server communication
« ‘cache’ or ‘device’ operations
* synchronous or asynchronous reading and writing

The OPC standard was not primaly intended for feedback control — one of the most
important issue for communication between devices is proper configuration and
synchronization.
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<1 Distributed Control Architecture> (:
<1.2 Integration problem>

OPC is based on the Microsoft DCOM specification. Although OPC actually consists of
many different data exchange specifications, its most commonly used form is Data
Access (OPC DA), which supports both client-server and publisher-subscriber data
exchange models. OPC DA deals only with current process data - not historical data or
alarms.

An OPC client can be connected to several OPC servers provided by different vendors.
An important feature of OPC is that the client is able to connect to the OPC server
which is located in another computer in the network. This is possible because of DCOM
(Distributed COM) the COM standard extension which enables a client running on one
computer to create instances and invoke methods of servers on another computer
within the network.

The OPC standard defines numerous ways to communicate between the server and its
clients to satisfy different OPC applications. The client can specify that some operations
should be performed on “cache” or “device". If “device" is chosen, operation directly on
the physical device will be requested. If “cache” is selected data will be read from the
server's internal memory where the server keeps a copy of the device data received
during the last OPC refresh cycle.

Both reading and writing can be done synchronously or asynchronously:

*OPC synchronous functions run to completion before returning. This means that the
OPC client program execution is stopped till operation is completed.

*OPC asynchronous functions use a callback mechanism to inform the requested OPC
operation is over. The client program execution is not stopped while waiting for OPC
operation to be completed.




®
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FOUNDATION
OPC and the control architecture

» Enables exchange data between
= Multi-vendors devices and control software (horizontal integration)
= Different software applications (vertical integration) see Fig. 1.2
Process
optimization
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<1 Distributed Control Architecture> (:
<1.2 Integration problem>

OPC is a widely accepted open industrial standard that enables the exchange of data
without any proprietary restrictions between multi-vendor devices and control software
(horizontal integration) as well as between different software applications (vertical
integration, Fig.1.2). Currently, most plant-level control systems can be configured to be
the OPC servers for supervisory control levels of the factory.
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> <2 Real-time Control System and Real-time
Network>

2.1 Real-Time and Control

2.2 Computer Implementations of Real-Time Control Systems
2.3 Real-Time Distributed Control Systems

2.4 RTOS and Control System Performance
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2.2 Real-Time Distributed Control Systems

2.3 Computer Implementations of Real-Time
Control Systems

2.4 RTOS and Control System Performance
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} Computer-based control systems

Requirements on the hardware and software:

« Sufficient processing power,

« Sufficient high-speed input/output interfaces (peripheral hardware),

 Hard real-time requirements (met more or less),

» Handling error conditions in a predefined way,

« Control system reliability (hardware endurability and operating system stability)
in safety-critical applications

Real-time: The operating mode of a computer system in which the programs
for the processing of data arriving from the outside are permanently ready, so
that their results will be available within predetermined periods of time; the
arrival times of the data can be randomly distributed or be already determined
depending on the different applications.

© CoNeT - Co-operative Network Training
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<2 Real-time control system and real-time network> (:
<2.1 Real-Time and Control>

Computer based digital controllers typically have the ability to monitor a number of
discrete and analog inputs, perform complex control algorithms, and drive several
outputs, all at defined speeds, often very high. It is necessary that all the above
operations and calculations take place at the correct moment in time. This imposes the
following requirements on the hardware and software of computer-based control
systems:

esufficient processing power,
esufficient high-speed input/output interfaces (peripheral hardware),

eoperating systems fulfilling more or less hard real time requirements and handling error
conditions in a predefined way.

In many cases the processing power of digital controllers is not the only priority. Some
applications are classified as safety-critical , in the sense that computer failure may
result in incorrect or disastrous behaviour of the process (for instance a threat to life, or
to the Earth’s environment). In this case, the list of the requirements must be extended
to include control system reliability (hardware endurability and operating system
stability).

13



} Real-time control systems

power allows one to build a predictable Real Time Control System (RTCS).

Real-time systems classification:

« Hard real-time systems, : RTOS
* Soft real-time systems, ap.fl)itcl;:ons @ ,|  Control
* Firm real-time systems. algorithm

|A/D driver]| [D/A driver

»

hardware layer

© CoNeT - Co-operative Network Training
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<2 Real-time control system and real-time network> (:

<2.1 Real-Time and Control>

Only a proper distribution of computer resources together with sufficient computationa

In general, a computer-based digital controller must detect real-world events and respond to
them by taking appropriate actions. This feature of the controller is referred to as real-time
operation : the operating mode of a computer system processing asynchro nous inputs and
producing outputs in a deterministic and bounded amount of t ime. The arrival times of the
data can be randomly distributed or can be determined depending on the different applications. A
real-time system is one in which the correctness of the system operation depends not only on the
logical results of computation, but also on the time at which the results are generated. Hardware
over-capacity may satisfy the execution duration of all the applications but may not satisfy the
predictability. Only a proper distribution of computer resources together with sufficient
computational power allows one to build a predictable Real Time Control System (RTCS). Real-
time systems are usually classified into hard real-time systems, soft real-time systems and firm
real-time systems.

A hard real-time system is a system, where missing the response deadline can be
catastrophic.

* A soft real-time system is a system where deadlines are important but where the system
operates properly if the deadlines are occasionally

missed (system performance is degraded, but not destroyed).

* The term firm relates to a real-time system where late data processing results are
worthless and some probability of violating a response time is tolerable.

A typical control system consists of: a controlled plant, sensors, actuators, input-output interfaces
and a controller including a Real-Time Operating System (RTOS). There are three basic
concurrent processes of RTOS: performing measurements, data processing and running control
algorithms.

Fig.2.1 illustrates the principle of co-operation between hardware and software layers. The RTOS
operates on device drivers. A driver is a software “image” of the I/O hardware. Access to the 1/0O
devices is possible by device drivers. The RTOS synchronises the information flow between the
hardware level and control applications.

14



} Real-time control systems

CoNeT - Co-operative Network Training

A hard real-time system is a system, where miss of response
deadline can be catastrophic.

A soft real-time system is the system where deadlines are important
but where the system operates properly if the deadlines are occasionally
missed (system performance is degraded, but not destroyed).

The term firm relates to the real-time system, where late data
processing results are worthless and some probability of violating a
response time is tolerable.

Cycle (time events)
/N
100 ms

,,soft” real time
10 ms

Jhard” real time

1 ms

cyclle service delay

500 ps 1000 ps 10000 ps
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<2 Real-time control system and real-time network>
<2.2 Computer Implementations of Real-Time Control Systems>




} Real-time Control Computers with RTOS

Real-time control computers with RTOSs are applied as:

* Embedded Systems, when the computer becomes a component of a larger system,
* Industrial Control Systems, when the computer creates a self-contained
control configuration.

Table 2.1. Industrial RT solutions

Hardware platform Minimal cycle™ Examples of RTOS
Microcontrollers 10- 50 us -
DSP controllers 1us dSPACE
PLC 1-20 ms dedicated
FPGA controllers 10 ns -
FPGA controllers 10 us EDA
VME industrial controllers 100 ps QNX, VxVorks
IPCY 100 pus Extended Windows, RTLinux

" industrial PC, ") time interval between input reading and output signal generation

© CoNeT - Co-operative Network Training
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<2 Real-time control system and real-time network> (:
<2.2 Computer Implementations of Real-Time Control Systems>

Real-time control computers equipped with RTOSs are applied as:

Embedded Systems, when the computer becomes a component of a larger system:
emicrocontrollers based on dedicated processors,

eminiature WEB servers hosting 1/O circuits,

econtrollers based on software-configurable FPGA technology, e.g. XILINX chips.

Industrial Control Systems, when the computer creates a self-contained control
configuration:

*Programmable Logic Controllers (PLCs), soft-PLCs,

eopen-standard industrial computers (e.g. VME or PC104 bus industrial computers holding
appropriate I/O interfaces),

«distributed control systems, organized according to some hierarchy, industrial computers (IPC)
supervising a more or less intelligent input/output boards.

Most embedded systems are dedicated. This means that their functionality is tied to
hardware and software for ever. They are widely used in everyday electronic
equipment, e.g. transaction systems or multimedia equipment. They fulfil the essential
requirement of a real-time application such as a deterministic response time and
operating system stability. However these solutions are not flexible.

In industry, PLCs are still a standard control solution for both continuous and sequential
processes. The VME industrial computers offer hardware and software applications for
harsh conditions. They are flexible i.e. the computer is used as a development and
implementation platform. Their main drawback is the price. The guaranteed cycle times
of RTOS applied to different hardware platforms is shown in Table 2.1.
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} Real-time network

The operating mode of a data transmission network in which the data
arriving from the outside nodes are permanently ready, so they are
available within predetermined periods of time.

Communication Networks: Advantages:

» Low installation cost,
» Ease of maintainance,
* Flexibility

* Fieldbuses,
» General Purpose Networks.

Time delays (how to deal with them?):

» Communication protocols minimising their imapct,
« Consideration of the distributed control system as a real-time system,
« Control algorithm dedicated to systems with time delays

© CoNeT - Co-operative Network Training

© 2011 Wojciech Grega, Department of Automatics, AGH-UST

. . o T
<2 Real-time control system and real-time network> (:
<2.3 Real-Time Distributed Control Systems>

Feedback control systems wherein the control loops are closed through a communication
network are referred to as distributed control systems. They are distributed in the sense that their
sensors, actuators and controllers communicate via a shared data transmission network.
Communication networks were introduced in control in the 1970s. They can be grouped into
fieldbuses (e.g. CAN, Profibus, Modbus) and general purpose networks (e.g. IEEE standard
LANSs). Each type of network has its own protocol that is designed for a specific range of
applications. Fieldbuses are intended for real-time applications, but in some cases general-
purpose networks may have been used for control [3]. The behaviour of a networked control
system depends on the performance parameters of the underlying network, which include
transmission rate and access method to the network transmission medium.

Using a distributed control architecture has many advantages over a point-to-point design
including low cost of installation, ease of maintenance and flexibility [4]. The introduction of
distributed architecture can improve the reliability and efficiency of the control application. For
these reasons distributed control architecture is widely used in industrial applications.

The introduction of a network into a feedback loop in some cases violates conventional control
theory assumptions such as non-delayed sensing and actuation. These time delays mainly come
from the time sharing of the communication network. Lack of access to the communication
network is an important constraint compared to lack of compu ter power or time errors of
the RTOS. Time delays can degrade the performance of the control system designed without
considering network delays and can even destabilise the system.

Communication protocols that minimise data delay and make the system time invariant are
widely introduced. There are other approaches for accommodating all network effects in control
system design. One way is to treat a distributed control system as a real-time time system, where
data transfer from/to the plant and control of communication lines are real-time tasks. For such a
task one can use all the standard methods for real-time system design: define priorities for task
scheduling methods and algorithms and time constraints etc. Finally, a distributed RTOS system
is a design which enables the flow of information in a limited amount of time.

17
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> Distributed control systems
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Introduction of an ,office” Ethernet network into control
loop can degrade the performance of the control system.
The main complication of this control architecture is the
presence of variable time delays. Other complicated

situation occur if samples are lost during transmission.
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<2 Real-time control system and real-time network> (:
<2.3 Real-Time Distributed Control Systems>
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} Ethernet: about determinism

Popular solution in the area of industrial communications.

In industrial environment its determinitistic operation can be assured by:

» Keeping network load low

» Segmenting the network using switches (IEEE 802.1D) — Avoids collisions

» Embedding a fieldbus or application protocol on TCP/IP

« Using a special Data Link layer for real-time devices

+ Using application protocol on TCP/IP, direct MAC addressing with prioritization
for real-time, and hardware switching for fast real-time,

» Maintaining real-time on TCP/IP is achieved by prioritized messaging and time

synchronization.

© CoNeT - Co-operative Network Training
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<2 Real-time control system and real-time network> (:
<2.3 Real-Time Distributed Control Systems>

Current communication systems for automation implement different protocols. This is a
substantial disadvantage, leading to the need to use vendor-specific hardware and
software components, which increase installation and maintenance costs. Moreover,
presently used fieldbus technologies make vertical communication across all levels of
the automation systems difficult. Gateways need to be used to establish connections
between different kinds of fieldbus systems used in the lower levels, and Ethernet used
in the upper levels.

Ethernet provides unified data formats and reduces the complexity of installation and
maintenance, which, together with the substantial increase in transmission rates and
communication reliability over the last few years, results in its popularity in the area of
industrial communications.

Ethernet, as defined in IEEE 802.3, is non-deterministic and, thus, is unsuitable for hard
real-time applications. The media access control protocol, CSMA/CD with its backoff
algorithm, prevents the network from supporting hard real-time communication due to
its random delays and potential transmission failures. In real-time systems, delays and
irregularities in data transmission can very severely affect the system operation.
Therefore, various techniques and communication protocol modifications are employed
in order to eliminate or minimise these unwanted effects.

To employ Ethernet in an industrial environment, its deterministic operation must first be
assured. This can be accomplished in several ways. Coexistence of real-time and non-
real time traffic on the same network infrastructure remains the main problem. This
conflict can be resolved in several ways by:

embedding a fieldbus or application protocol on TCP/IP — the fieldbus protocol is

tunneled over Ethernet, and full openness for “office™ traffic is maintained,

eusing a special Data Link layer for real-time devices — special protocol is used on the
second OSI Layer, implemented in every device. The real-time cycle is divided into
slots, one of which is opened for regular TCP/IP traffic, but the bandwidth available is
heavily limited (i.e., minimized),

eusing application protocol on TCP/IP, direct MAC addressina with prioritization for

19



} Ethernet

¢ Ethernet-based control implies temporal non-determinism:
— network communication

— real-time scheduling

* Degraded control performance due to:

— sampling interval jitter

— non-negligible input-output latencies with jitter

— lost samples

* However:

— Most control loops are fairly robust towards temporal non-determinism

) CoNeT - Co-operative Network Training
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<2 Real-time control system and real-time network> (:
<2.3 Real-Time Distributed Control Systems>
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} Ethernet

ETHERNET

Real-time Ethernet - PROFINET, EtherCAT, Ethernet/IP and many more..
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<2 Real-time control system and real-time network> (:

<2.3 Real-Time Distributed Control Systems>

The desire to incorporate a real-time element into this popular single-network solution
has led to the development of different real-time Industrial Ethernet solutions, called
Real-time Ethernet, such as PROFINET, EtherCAT, Ethernet/IP and many more. The
conditions for the industrial use of Ethernet are described by international standard IEC
61 784-2 Real Time Ethernet (See Fig.2.2). IEC stands for International Electrotechnical
Commission.

Class 1 describes the use of standard Ethernet TCP/IP as it is. In this case the different
real time protocols and the best-effort protocols, like HTTP, SNMP, FTP etc., uses the
services of the TCP/IP protocol suite. This includes examples such as CIP Sync
(Ethernet/IP, ModBus/TCP). The class 1 has the largest conformity to the Ethernet
TCP/IP standard and can thereby use standard hardware and software components.

Class 2 introduces optimizations, whereby the realtime data bypasses the TCP/IP stack
and thus considerably reduces the dwell time in the node and increases the achievable
packet rate. The dwell time of the node is one of the substantial influence factors for the
realtime performance and has for embedded devices typical values of 1ms. In Classes
1 and 2, the priority support described in IEEE 802.1Q can also be used depending on
the approach. In Class 3 the scheduling on the MAC level is again modified through the
introduction of a TDMA method. Class 3 can be used in applications that require
maximum latency in the range 1ms and a maximum jitter of < 1micros. In this class
there are strong restrictions for the use of standard components or the necessity for
special components, like switches. Generally conformance with the Ethernet standard
decreases when ones increase the Class number, while the achievable realtime
performance increases.
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} Ethernet Performance

Host L Monitor Host2

Ethernet performance metrics:

 Latency (delay) ]
« Jitter —]
* Loss rate

[ ] ]

* Throughput
* Error rate
* Bit error rate

Ethernet Backbone

Fig 3.1. Basic Ethernet measurement setup

Software and hardware applications to meassure the Ethernet performance.
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<2 Real-time control system and real-time network> (:
<2.4 RTOS and Control System Performance>

The following parameters are covered by the Ethernet performance metrics:

eLatency (delay) — the amount of time required for a frame to travel from source to
destination.

«Jitter — a measure of the deviation of the latency from its average value.

eLoss rate — the probability that an individual packet is lost (dropped) during the
transmission.

*Throughput —the amount of digital data transferred per time unit.

*Error rate — the ratio of the number of erroneous units of data to the total number of
units of data transmitted.

*Bit error rate — the ratio of the number of incorrectly received bits to the total number
of transmitted bits.

There are many free and commercial applications available for common Operating
Systems such as MS Windows, Linux and OS X that can provide varying LAN
throughput performance measurement. There are also self contained hardware based
solutions that provide the most accurate LAN performance measurement / stress
testing.

Software applications can cost up to several hundred euros. Hardware based solutions
range from a few hundred to tens of thousands of euros and are typically used by
manufacturers, carriers and professional IT consulting organizations.

In its most basic configuration Ethernet is relatively simple to measure. The base
configuration is shown in Figure 3.1.
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> Definitions

Jitter is an unwanted variation of one or more characteristics of a
periodic signal. Jitter may be seen in characteristics such as the
interval between successive pulses, packets or tasks. Jitteris a
significant factor in the design of almost all communications links or
RT systems.

Latency is a time delay between the moment something is initiated,
and the moment one of its effects begins or becomes detectable. The
word derives from the fact that during the period of latency the effects
of an action are latent, meaning "potential" or "not yet observed".
Even within an engineering context, latency has several meanings
depending on the engineering area concerned (i.e. communication,
operational, simulation, mechanical, or biomedical fiber stimulation
latencies).
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<2.4 RTOS and Control System Performance>




> Why is Jitter Bad?

* The control algorithms are designed assuming a constant T,
* The jitter can be interpreted as a process disturbance
* Very difficult to analyze in the general case

 The Jitterbug Toolbox or True Time Toolbox can be used to evaluate the
effect of jitter for a given case

» Many jitter compensation schemes have been developed
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Lesson ,,EtherNet/IP on Allen-Bradley platform”

CoNeT Mobile Lab:
EtherNet/IP on Allen-Bradley platform

@ Allen-Bradley
1 Distributed control architecture |:

Jili

2 Real-time control system and real-time network
3 Monitoring and testing the Ethernet network
4 Introduction to EtherNet/IP technology

5 Introduction to laboratory:
Description of laboratory and basic scenario

6 Software tools
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CoNet Mobile Lab:
EtherNet/IP on Allen Bradley platform

Introduction
1 Distributed Control Architecture

2 Real-time control system and real-time network

3 Monitoring and testing the Ethernet network

4 Introduction to EtherNet/IP technology

5 Introduction to laboratory:  Description of laboratory and basic scenario
6 Software tools
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} <3 Monitoring and testing the Ethernet network>

3.1 Hardware based measurements
3.2 Software based measurements
3.3 Examples: RFC 2544 throughput and latency tests

3.4 Further reading

© CoNeT - Co-operative Network Training
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Content of the lesson ,,EtherNet/IP on Allen-Bradley platform”

1.1 Structure of the industrial control
system

1.2 Integration problem
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} Hardware based measurements

Monitoring is carried out on the custom interface (card), and use the system
for storage and formatting of the data

The important features that can be carried out on the card are:
» Timestamping

» Clock synchronization

» Dropped packet counters

» Traffic filtering

) CoNeT - Co-operative Network Training
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<3.1 Hardware based measurements>
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} Hardware based measurements

Fig. 1. Validator NT 955

Test-Um NT 955 Validator NT (Fig.1) is an all-in-one network management
tool with a 4-inch color LCD screen. The NT955 Validator NT certify,
identify, configure and document the Ethernet network. It defines the job,
makes the tests, prints results and stores data. Test-Um NT955 Validator

NT measures and presents performance results up to 1 Gigabit.

©2011P. nski, W. Grega, Di of ics, AGH-UST
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<3 Monitoring and testing the Ethernet network>
<3.1 Hardware based measurements>
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} Software based measurements

A software based monitor required assistance from the operating system
kernel. In most operating systems the kernel contains the network stack that
provides an interface between the applications and the network card. In
normal operation there are two levels of filtering occurring. First the network
card will only transmit to the network stack any packets that have to be dealt
with by this machine. For point to point network systems, this will be all
packets, for broadcast systems such as Ethernet, this will be only a subset of
packets. Next the kernel splits up packets, deals with some itself, and sends
on the others to the appropriate application to deal with them.

© CoNeT - Co-operative Network Training
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Network Card
Kernel Netwok Stack K" \“ﬁ_’. Packet Capture Interface
Application Figure 2: Software monitor setup
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<3 Monitoring and testing the Ethernet network>
<3.2 Software based measurements>




| > Example: RFC 2544 Throughput Test

The Internet Engineering Task Force (IETF) is a large open international
community of network designers, operators, vendors, and researchers
concerned with the evolution of the Internet architecture and the smooth
operation of the Internet. IETF publishes recommendations, Internet
standards, or network protocols as “Request for Comments”, commonly
known as RFCs. RFC 2544 is an informational RFC, in other words it is
not a standard. RFC 2544 recommendations were originally designed for
performance benchmarking of network devices like routers. These
recommendations have become an increasingly popular and well-accepted
method to determine the performance of network links.
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<3.3 Examples: RFC 2544 Throughput and Latency Tests>




| > Example: RFC 2544 Throughput Test

Test methodology is divided into the following three tests:

1. The back-to-back test determines how the DUT responds to
different quantities of frames with the minimum gap allowed by
the protocol specification.

2. The frame loss test determines how the DUT responds to streams
with different loading.

3. The throughput test finds the highest rate at which the DUT can
forward frames.

) CoNeT - Co-operative Network Training
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<3 Monitoring and testing the Ethernet network>
<3.3 Examples: RFC 2544 Throughput and Latency Tests>




| > Example: RFC 2544 Throughput Test
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| > Example: RFC 2544 Throughput Test
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| > Example: RFC 2544 Latency Tests

To determine the latency of the DUT (Device under test), and
how much it varies with different frame sizes. In this test,
frames are transmitted for a fixed duration. Once per second,
the test tags a frame and transmits it halfway through the
duration time. The test compares the tagged frame's
timestamp when it was transmitted with the timestamp when
it was received. The difference between the two timestamps
is the latency.
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| > Example: RFC 2544 Latency Tests
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Example:
> 10GE ports handling prioritized streams

To determine the maximum rate at which the DUT can forward frames correctly
according to their priority settings. The test sets up a configuration in which
many ports, each with a different priority, sends traffic to one single port. The
receive port may be overloaded in order to test the receipt of the highest priority
frames. This test supports both MAC and IP layer frames; priority bits may be
specified either in the IP precedence bits or in the 802.1p header. Latency may
optionally be calculated per priority level. Test results are: the transmit and
receive rates per priority, percent loss, and optionally, latency, for each priority
per port.

Fig. 6
Configuration for
multiports sending
traffic to single
port
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Example:
> How 10GE ports handle prioritized streams
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} Further reading

For more information visit:

http://www.ixiacom.com
http://www.testersandtools.com
http://www.wand.net.nz
http://www.ethernetextender.com

Sources:
Figures (1, 2) http://www.wand.net.nz
Figure (6) http://www.elnex.pl

Figures (3, 4, 5, 7) http://www.ixiacom.com
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Lesson ,,EtherNet/IP on Allen-Bradley platform”

CoNeT Mobile Lab:
EtherNet/IP on Allen-Bradley platform

@ Allen-Bradley
1 Distributed control architecture |: A

2 Real-time control system and real-time network .\t
3 Monitoring and testing the Ethernet network s m
4 Introduction to EtherNet/IP technology

5 Introduction to laboratory:
Description of laboratory and basic scenario

6 Software tools
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_><4 Introduction to EtherNet/IP Technology>

4.1 Introduction

4.2 CIP and data exchange model

4.3 Network Topology

4.4 Quality of Service (QOS)

4.5 Further reading

| IEEE 802.3 Ethernet

© CoNeT - Co-operative Network Training
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Content of the lesson ,,EtherNet/IP on Allen-Bradley platform”

4.1 Introduction

4.2 CIP and data exchange model
4.3 Network Topology

4.4 Quality of Service (QOS)

4.5 Further reading
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| >What is EtherNet/IP?

« EtherNet/IP is an industrial application layer protocol (CIP) operating over the Ethernet
medium and used for communication between industrial control systems and their
components,

* By Ethernet, we mean a TCP/UDP/IP based network
* Typically 100 MBps Twisted Pair, star topology and switch
»  Could be

— 10 MBps Coaxial

— 1 GBps Fiber

— 11 MBps Wireless

» By CIP we mean the Common Industrial Protocol. CIP™ is an application protocol. It
defines rules for organizing and interpreting data and is essentially a messaging
structure that is independent of the underlying physical layer. It is freely available and
accessible to anyone, and widely supported by many manufacturers.

EtherNet/IP can be easily confused as a combination of Ethernet (the physical layer, link, or medium
used in most office and many industrial networking environments) and the Internet Protocol (IP)

CoNeT - Co-operative Network Training
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<4 Introduction to EtherNet/IP Technology> (:
<4.1 Introduction>

Note that with today’s technology, wireless ethernet does not successfully deliver all CIP
services; we have yet to see a successful I/0O implementation




| >What is EtherNet/IP?

EtherNet/IP :
* open industrial networking protocol,
« designed for use in process control, hard-time systems,
industrial automation applications,
+ wide-spread standard (low cost per node),
« classified as Class 1 Real Time Ethernet (can be extended to class 2),
» emerged from Common Industrial Protocol,
* TCP/UDP/IP encapsulation,
« ensures the desired level of service quality (QoS).

© CoNeT - Co-operative Network Training
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<4 Introduction to EtherNet/IP Technology> (:
<4.1 Introduction>

Ethernet Industrial Protocol (EtherNet/IP) is an open industrial networking standard. It
has been developed by Rockwell Automation, managed by ODVA (Open DeviceNet
Vendors Association) and designed for use in process control, hard-time systems, and
industrial automation applications. (EtherNet/IP) was introduced in 2001 and today is
the most developed, proven and complete industrial Ethernet network solution available
for manufacturing automation. EtherNet/IP emerged due to the high demand of using
the Ethernet network for control applications. Because there is wide acceptance of
Ethernet technology and it is now well-established, the cost per node for Ethernet
switches and other Ethernet physical media is low.

EtherNet/IP uses the tools and technologies of traditional Ethernet such as Transport
Control Protocol (TCP), the Internet Protocol (IP) or User Datagram Protocol (UDP).
Ethernet/IP uses of standard Ethernet TCP/IP as it is, therefore is classified as Class 1
Real Time Ethernet, according to the IEC 61 784-2. The class 1 has the largest
conformity to the Ethernet TCP/IP standard and can thereby use standard hardware and
software components. With the CIPsync extensions it is possible to get isochronous
communication that satisfies class 2 applications. These extensions use 100 MBit/s
networks with the help of IEEE 1588 time synchronisation.

Ethernet/IP was developed from a very widely implemented standard used for
transferring data between two devices in DeviceNet and ControlNet called the
Common Industrial Protocol  (CIP).

It is useful to take a look at EtherNet/IP in terms of the seven-layer Open System
Interconnection (OSI) Reference Model as presented in Figure 4. 1. As with all CIP
Networks, EtherNet/IP implements CIP at the Session layer and above and adapts CIP

tU thC Dpcb;ﬁb Ethcl I"\:Ctllip thhllU:Uyy Clt thC TIClI ID'JUIt. TCP/:P Tl |\.,<1|Jau=atiuu QHUVVD [}
node on the network to embed a message as the data portion in an Ethernet message.
The encapsulation technique uses both the TCP and UDP layers of the TCP/IP layers
and provides the method that allows CIP to be implemented transparently on top of
Ethernet and TCP/IP.
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| > History of Ethernet/IP

ODVb Dem

Networks Built on a
Common Industrial Protocol

+ ODVA founded in 1994

+ Common Industrial Protocol on CAN networks

+  Open network with 300+ companies providing products

+ Targeted at low-end devices to provide a direct network connection
» Reduces wiring, hardware costs, start-up time and maintenance

+ Increased device-level diagnostics for troubleshooting and trending
+ Increased data collection from low-level devices

+ Technology follows producer/consumer model

© 2011 Wojciech Modzelewski, Wojciech Grega, Department of Automatics, AGH-UST

<4 Introduction to EtherNet/IP Technology> (:T
<4.1 Introduction> www.odva.org
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+  Mar 1998 EtherNet/IP specification for Messaging published (Part of CI
Specification)

« Dec 1999 EtherNet/IP specification for Real-time 1/0 published (Part of CI
Specification)

* Mar 2000 ODVA announces Support for EtherNet/IP

«Jul 2000 First developer training for EtherNet/IP; Toolkit online

* Nov 2000 IAONA confirms Support for EtherNet/IP: “Memorandum of
Understanding” between IAONA & IDA & ODVA

« Mar 2001 EtherNet/IP receives “Editors’ Choice Award 2000” from Control
Engineering

« Apr 2001 EtherNet/IP Specification in Internet: www.odva.org or
www.ethernet-ip.org or www.ethernetip.de

« Jun 2001 ODVA publishes results of EtherNet/IP survey: More than 80
companies are designing EtherNet/IP products

« Sep 2001 EtherNet/IP Implementor's Workshops series started at General
Motors, Detroit (bi-monthly meetings)

«Jun 2002 ODVA, IDA and PNO start collaborative WG meetings

+ Oct 2002 ODVA announces ClPsafety™

« April 2003 ODVA announces CIPsync™
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<4.1 Introduction>
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<4 Introduction to EtherNet/IP Technology> (:

<4.1 Introduction>

Ethernet Industrial Protocol (EtherNet/IP) is an open industrial networking standard. It has been
developed by Rockwell Automation, managed by ODVA (Open DeviceNet Vendors Association)
and designed for use in process control, hard-time systems, and industrial automation
applications. (EtherNet/IP) was introduced in 2001 and today is the most developed, proven and
complete industrial Ethernet network solution available for manufacturing automation.
EtherNet/IP emerged due to the high demand of using the Ethernet network for control
applications. Because there is wide acceptance of Ethernet technology and it is now well-
established, the cost per node for Ethernet switches and other Ethernet physical media is low.

EtherNet/IP uses the tools and technologies of traditional Ethernet such as Transport Control
Protocol (TCP), the Internet Protocol (IP) or User Datagram Protocol (UDP). Ethernet/IP uses of
standard Ethernet TCP/IP as it is, therefore is classified as Class 1 Real Time Ethernet,
according to the IEC 61 784-2. The class 1 has the largest conformity to the Ethernet TCP/IP
standard and can thereby use standard hardware and software components. With the CIPsync
extensions it is possible to get isochronous communication that satisfies class 2 applications.
These extensions use 100 MBit/s networks with the help of IEEE 1588 time synchronisation.

Ethernet/IP was developed from a very widely implemented standard used for transferring data
between two devices in DeviceNet and ControlNet called the Common Industrial Protocol
(CIP). It is useful to take a look at EtherNet/IP in terms of the seven-layer Open System
Interconnection (OSI) Reference Model as presented in Figure 4. 1. As with all CIP Networks,
EtherNet/IP implements CIP at the Session layer and above and adapts CIP to the specific
EtherNet/IP technology at the Transport. TCP/IP encapsulation allows a node on the network to
embed a message as the data portion in an Ethernet message. The encapsulation technique
uses both the TCP and UDP layers of the TCP/IP layers and provides the method that allows CIP
to be implemented transparently on top of Ethernet and TCP/IP.

To obtain a desired level of service quality EtherNet/IP also uses standard mechanisms
defined in layer 3 (IP) and layer 2 for Ethernet (e.g. 802.1D/Q), supported by a proper hardware
infrastructure (e.g. multiple queue switches).
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<4 Introduction to EtherNet/IP Technology> (:
<4.1 Introduction>

Ethernet Industrial Protocol (EtherNet/IP) is an open industrial networking standard. It has been
developed by Rockwell Automation, managed by ODVA (Open DeviceNet Vendors Association)
and designed for use in process control, hard-time systems, and industrial automation
applications. (EtherNet/IP) was introduced in 2001 and today is the most developed, proven and
complete industrial Ethernet network solution available for manufacturing automation.
EtherNet/IP emerged due to the high demand of using the Ethernet network for control
applications. Because there is wide acceptance of Ethernet technology and it is now well-
established, the cost per node for Ethernet switches and other Ethernet physical media is low.

EtherNet/IP uses the tools and technologies of traditional Ethernet such as Transport Control
Protocol (TCP), the Internet Protocol (IP) or User Datagram Protocol (UDP). Ethernet/IP uses of
standard Ethernet TCP/IP as it is, therefore is classified as Class 1 Real Time Ethernet,
according to the IEC 61 784-2. The class 1 has the largest conformity to the Ethernet TCP/IP
standard and can thereby use standard hardware and software components. With the CIPsync
extensions it is possible to get isochronous communication that satisfies class 2 applications.
These extensions use 100 MBit/s networks with the help of IEEE 1588 time synchronisation.

Ethernet/IP was developed from a very widely implemented standard used for transferring data
between two devices in DeviceNet and ControlNet called the Common Industrial Protocol
(CIP).

It is useful to take a look at EtherNet/IP in terms of the seven-layer Open System Interconnection
(OSI) Reference Model as presented in Figure 4. 1. As with all CIP Networks, EtherNet/IP
implements CIP at the Session layer and above and adapts CIP to the specific EtherNet/IP
technology at the Transport. TCP/IP encapsulation allows a node on the network to embed a
message as the data portion in an Ethernet message. The encapsulation technique uses both the
TCP and UDP layers of the TCP/IP layers and provides the method that allows CIP to be
implemented transparently on top of Ethernet and TCP/IP. To obtain a desired level of service
quality EtherNet/IP also uses standard mechanisms defined in layer 3 (IP) and layer 2 for
Ethernet (e.g. 802.1D/Q), supported by a proper hardware infrastructure  (e.g. multiple queue
switches).
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<4 Introduction to EtherNet/IP Technology> (:

<4.1 Introduction>

The Physical Layer

EtherNet/IP uses standard IEEE 802.3 model at the Physical and Data Link Layers. The
Physical Layer as concerned primarily with the interaction of a single device with a
medium. The Physical Layer is responsible for bit-level transmission between network
nodes, defines specifications for electrical signals (copper networks) or the
characteristics of light signals (fiber optic networks). The Physical Layer defines items
such as: connector types, cable types, voltages, and pin-outs.

The Data Link Layer

The IEEE 802.3 specification is also used for transmitting packets of data from device to
device on the EtherNet/IP Data Link Layer. The Data Link Layer is concerned more with
the interactions of multiple devices (i.e., at least two) with a shared medium.
(EtherNet/IP) uses a CSMA/CD Media Access Control (MAC) model that determines
how networked devices share a common bus (i.e. cable), and how they detect and
respond to packets’ collisions.

The Network and Transport Layers

The Network and Transport Layers use TCP/IP Suite to send messages between one or
more devices. At these layers messages used by all CIP networks are encapsulated
TCP/IP encapsulation allows a node on the network to embed a message as the data
portion in an Ethernet message. The encapsulation technique uses both the TCP and
UDP layers of the TCP/IP suite and provides the method that allows CIP to be
implemented transparently on top of Ethernet and TCP/IP.
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Forms of messaging:

» Unconnected messaging

+ Connected messaging ( implies that the communication requires
synchronization of all parties before data can be exchanged)

Network connections:

* Explicit (client-server type transactions)

* Implicit (data field contains only real-time data)

Transmission types:
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<4 Introduction to EtherNet/IP Technology> (:
<4.1 Introduction>

EtherNet/IP uses two forms of messaging and the appropriate resources at the nodes, as defined
by CIP standard (Fig.4.3)

« Unconnected messaging is used in the connection establishment process and for infrequent,
low-priority messages. The unconnected resources in a device are referred to as the
Unconnected Message Manager, or UCMM. Unconnected messages on EtherNet/IP utilize
TCP/IP resources to move messages across Ethernet, asking for connection resource each time
from UCMM.

« Connected messaging on EtherNet/IP utilizes resources within each node that are dedicated
(reserved) in advance to a particular purpose, such as frequent explicit message transactions or
real-time |/O data transfers. Connection resources are reserved and configured using
communications services available via the CMM.

EtherNet/IP has two types of network connections connections: Explicit and Implicit. By using
TCP/IP, (EtherNet/IP) is able to send Explicit messages, which are used to perform client-server
(point to point) type transactions between nodes. For real-time messaging, EtherNet/IP uses
TCP/UDP model, which allows messages to be multicast (in the sense that its target is a number
of nodes in a network, and it is directed to a group of hosts/destination addresses). With Implicit
messaging connection, the data field contains no protocol information, only real-time 1/0 data.
Since the meaning of the data is pre-defined at the time the connection is established, processing
time is minimized during runtime. UDP is connectionless and makes no guarantee that data will
get from one device to another, however UDP messages are smaller and can be processed more
quickly than TCP/IP messages. As a result, EtherNet/IP uses UDP/IP to transport /O messages
that typically contain time-critical control data.

There are three transmission types used in an (EtherNet/IP) network (Table 4.1).

Information. Non-time critical data transfers — typically large packet size. Information data
exchanges are short-lived explicit connections between one originator and one target device.
Information data packets use the TCP/IP protocol and take advantage of the TCP data handling
features.

I/O Data. Time-critical data transfers — typically smaller packet size. I/O data exchanges are
long-term implicit connections between one originator and any number of target devices. 1/0 data

pnackets use the UUDP/IP nrotocols and take advantaage of the hich-sneed throuahput canabilitz of
packets-d i H—H—pFOt S—aRotake—aavaitag HRe-HgR-Speea—tHodUghRpUt PaHy-o+

UDP.

Real-time Interlocking. Cyclic data synchronization between one producer processor and any
number of consumer processors. Interlocking data packets use the faster UDP/IP protocols and
take advantage of the high-speed throughput capability of UDP.
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<4.1 Introduction>

EtherNet/IP uses two forms of messaging and the appropriate resources at the nodes, as defined
by CIP standard (Fig.4.3)

« Unconnected messaging is used in the connection establishment process and for infrequent,
low-priority messages. The unconnected resources in a device are referred to as the
Unconnected Message Manager, or UCMM. Unconnected messages on EtherNet/IP utilize
TCP/IP resources to move messages across Ethernet, asking for connection resource each time
from UCMM.

« Connected messaging on EtherNet/IP utilizes resources within each node that are dedicated
(reserved) in advance to a particular purpose, such as frequent explicit message transactions or
real-time |/O data transfers. Connection resources are reserved and configured using
communications services available via the CMM.

EtherNet/IP has two types of network connections connections: Explicit and Implicit. By using
TCP/IP, (EtherNet/IP) is able to send Explicit messages, which are used to perform client-server
(point to point) type transactions between nodes. For real-time messaging, EtherNet/IP uses
TCP/UDP model, which allows messages to be multicast (in the sense that its target is a number
of nodes in a network, and it is directed to a group of hosts/destination addresses). With Implicit
messaging connection, the data field contains no protocol information, only real-time 1/0 data.
Since the meaning of the data is pre-defined at the time the connection is established, processing
time is minimized during runtime. UDP is connectionless and makes no guarantee that data will
get from one device to another, however UDP messages are smaller and can be processed more
quickly than TCP/IP messages. As a result, EtherNet/IP uses UDP/IP to transport /O messages
that typically contain time-critical control data.

There are three transmission types used in an (EtherNet/IP) network (Table 4.1).

Information. Non-time critical data transfers — typically large packet size. Information data
exchanges are short-lived explicit connections between one originator and one target device.
Information data packets use the TCP/IP protocol and take advantage of the TCP data handling
features.

I/O Data. Time-critical data transfers — typically smaller packet size. I/O data exchanges are
long-term implicit connections between one originator and any number of target devices. 1/0 data

pnackets use the UUDP/IP nrotocols and take advantaage of the hich-sneed throuahput canabilitz of
packets-d i H—H—pFOt S—aRotake—aavaitag HRe-HgR-Speea—tHodUghRpUt PaHy-o+

UDP.

Real-time Interlocking. Cyclic data synchronization between one producer processor and any
number of consumer processors. Interlocking data packets use the faster UDP/IP protocols and
take advantage of the high-speed throughput capability of UDP.
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<4 Introduction to EtherNet/IP Technology>
<4.1 Introduction>

EtherNet/IP uses two forms of messaging and the appropriate resources at the nodes, as defined
by CIP standard (Fig.4.3)

« Unconnected messaging is used in the connection establishment process and for infrequent,
low-priority messages. The unconnected resources in a device are referred to as the
Unconnected Message Manager, or UCMM. Unconnected messages on EtherNet/IP utilize
TCP/IP resources to move messages across Ethernet, asking for connection resource each time
from UCMM.

« Connected messaging on EtherNet/IP utilizes resources within each node that are dedicated
(reserved) in advance to a particular purpose, such as frequent explicit message transactions or
real-time |/O data transfers. Connection resources are reserved and configured using
communications services available via the CMM.

EtherNet/IP has two types of network connections connections: Explicit and Implicit. By using
TCP/IP, (EtherNet/IP) is able to send Explicit messages, which are used to perform client-server
(point to point) type transactions between nodes. For real-time messaging, EtherNet/IP uses
TCP/UDP model, which allows messages to be multicast (in the sense that its target is a number
of nodes in a network, and it is directed to a group of hosts/destination addresses). With Implicit
messaging connection, the data field contains no protocol information, only real-time 1/0 data.
Since the meaning of the data is pre-defined at the time the connection is established, processing
time is minimized during runtime. UDP is connectionless and makes no guarantee that data will
get from one device to another, however UDP messages are smaller and can be processed more
quickly than TCP/IP messages. As a result, EtherNet/IP uses UDP/IP to transport /O messages
that typically contain time-critical control data.

There are three transmission types used in an (EtherNet/IP) network (Table 4.1).

Information. Non-time critical data transfers — typically large packet size. Information data
exchanges are short-lived explicit connections between one originator and one target device.
Information data packets use the TCP/IP protocol and take advantage of the TCP data handling
features.

I/O Data. Time-critical data transfers — typically smaller packet size. I/O data exchanges are
long-term implicit connections between one originator and any number of target devices. 1/0 data

pnackets use the UUDP/IP nrotocols and take advantaage of the hich-sneed throuahput canabilitz of
packets-d i H—H—pFOt S—aRotake—aavaitag HRe-HgR-Speea—tHodUghRpUt PaHy-o+

UDP.

Real-time Interlocking. Cyclic data synchronization between one producer processor and any
number of consumer processors. Interlocking data packets use the faster UDP/IP protocols and
take advantage of the high-speed throughput capability of UDP.
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<4 Introduction to EtherNet/IP Technology> (:
<4.1 Introduction>

Ethernet Industrial Protocol (EtherNet/IP) is an open industrial networking standard. It has been
developed by Rockwell Automation, managed by ODVA (Open DeviceNet Vendors Association)
and designed for use in process control, hard-time systems, and industrial automation
applications. (EtherNet/IP) was introduced in 2001 and today is the most developed, proven and
complete industrial Ethernet network solution available for manufacturing automation.
EtherNet/IP emerged due to the high demand of using the Ethernet network for control
applications. Because there is wide acceptance of Ethernet technology and it is now well-
established, the cost per node for Ethernet switches and other Ethernet physical media is low.

EtherNet/IP uses the tools and technologies of traditional Ethernet such as Transport Control
Protocol (TCP), the Internet Protocol (IP) or User Datagram Protocol (UDP). Ethernet/IP uses of
standard Ethernet TCP/IP as it is, therefore is classified as Class 1 Real Time Ethernet,
according to the IEC 61 784-2. The class 1 has the largest conformity to the Ethernet TCP/IP
standard and can thereby use standard hardware and software components. With the CIPsync
extensions it is possible to get isochronous communication that satisfies class 2 applications.
These extensions use 100 MBit/s networks with the help of IEEE 1588 time synchronisation.

Ethernet/IP was developed from a very widely implemented standard used for transferring data
between two devices in DeviceNet and ControlNet called the Common Industrial Protocol
(CIP).

It is useful to take a look at EtherNet/IP in terms of the seven-layer Open System Interconnection
(OSI) Reference Model as presented in Figure 4. 1. As with all CIP Networks, EtherNet/IP
implements CIP at the Session layer and above and adapts CIP to the specific EtherNet/IP
technology at the Transport. TCP/IP encapsulation allows a node on the network to embed a
message as the data portion in an Ethernet message. The encapsulation technique uses both the
TCP and UDP layers of the TCP/IP layers and provides the method that allows CIP to be
implemented transparently on top of Ethernet and TCP/IP. To obtain a desired level of service
quality EtherNet/IP also uses standard mechanisms defined in layer 3 (IP) and layer 2 for
Ethernet (e.g. 802.1D/Q), supported by a proper hardware infrastructure  (e.g. multiple queue
switches).
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} CIP Protocol

Every network device — a series of objects

3 types of objects:

* Required objects (e.g. Identity object, Message router object, Network object)

* Application objects

* Vendor Specific objects

*Access to the device requires object number, instance number and attribute number

The type of messaging required will determine which
specific transport layer protocol will be used, TCP
(explicit/information), or UDP (implicit/control).

Fig. 4.3. A typical CIP device representation [1]
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<4 Introduction to EtherNet/IP Technology> (:
<4.2 CIP and data exchange model>

In the CIP Protocol, every network device represents itself as a series of objects. Each object is
simply a grouping of the related data values in a device. There are three types of objects defined
by the CIP protocol and used by Ethernet/IP data representation.

Required Objects
Objects required by the specification of every CIP device. For example:

Identity object: contains identity data called attributes (ex. Vendor ID, Date of manufacturer,
Device serial number and other identity data)

Message Router object: this object routes explict request messages between objects in a device

Network object: contains the physical connection data for the object such as IP adress and other
data describing the interface to the Ethernet port on the device

Application Objects

Application Objects allow the user to organize the data that are specific to a particular kind of
device. These objects define the data encapsulated by the device. They are specific to the device
type and function. For example an analog I/O device can be described in object term by attributes
such as: type, resolution, values of input and output.

These application layer objects are predefined for a large number of common device types. The
same type of CIP devices must contain the same series of application objects. The series of
application objects for a particular device type is known as the device profile.

Vendor Specific Objects

Objects not found in the profile for a device class are termed Vendor Specific. These objects are
included by the vendor as additional features of the device. The CIP protocol provides access to
these vendor extension objects in exactly the same way as either application or required objects.

Accessing regular pieces of data from the network to the device requires:
*Object Number

eInstance Number (Instances are the way of organizing the same kind of data , e.g., sharing
same attributes )

*Attribute Number

A typical CIP device is shown in Fig. 4.3
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CIP Protocol

In the Object Model shown access to the internal object model of any device is controlled by one of 2 objects, the
Unconnected Message Manager and the Connection Manager . This is because EtherNet/IP is a connection-based
network. A CIP connection defines a packet that will be produced on the network.

When a connection is established, the transmissions associated with that connections are assigned a Connection ID
(CID). If the connection involves a bidirectional exchange, then two Connection ID values are assigned. Since most
messaging on a CIP network is done through connections, a process has been defined to establish such connections
between devices that are not “connected” yet.

This is done through the UnConnected Message Manager (UCMM), which is responsible for processing the connection
requests. . Once a connection has been established, then all communication resources needed in the devices, including
any intermediate CIP bridges/routers are reserved. The overall network loading and bandwidth required for that data
exchange is minimized.
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<4.2 CIP and data exchange model>

In the CIP Protocol, every network device represents itself as a series of objects. Each object is
simply a grouping of the related data values in a device. There are three types of objects defined
by the CIP protocol and used by Ethernet/IP data representation.

Required Objects
Objects required by the specification of every CIP device. For example:

Identity object: contains identity data called attributes (ex. Vendor ID, Date of manufacturer,
Device serial number and other identity data)

Message Router object: this object routes explict request messages between objects in a device

Network object: contains the physical connection data for the object such as IP adress and other
data describing the interface to the Ethernet port on the device

Application Objects

Application Objects allow the user to organize the data that are specific to a particular kind of
device. These objects define the data encapsulated by the device. They are specific to the device
type and function. For example an analog I/O device can be described in object term by attributes
such as: type, resolution, values of input and output.

These application layer objects are predefined for a large number of common device types. The
same type of CIP devices must contain the same series of application objects. The series of
application objects for a particular device type is known as the device profile.

Vendor Specific Objects

Objects not found in the profile for a device class are termed Vendor Specific. These objects are
included by the vendor as additional features of the device. The CIP protocol provides access to
these vendor extension objects in exactly the same way as either application or required objects.

Accessing regular pieces of data from the network to the device requires:
*Object Number

eInstance Number (Instances are the way of organizing the same kind of data , e.g., sharing
same attributes )

*Attribute Number

A typical CIP device is shown in Fig. 4.3
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> Data Exchange Model

Producer-Consumer data exchange model — how data is exchanged between
applications in devices

« Input Module (producer) — Controller (consumer), Forms of messaging:
+ Controller can be also a producer,

» Message identified by its connection ID,
» Request Packet Interval (RPI) » Connected messaging

» Unconnected messaging

When a message is introduced into the network it is identified by its connection ID not by its destination address.

Multiple nodes may then consume the data to which the connection ID refers. As a result,

when a node wants to receive data it only needs to ask for it once in order to consume the data each time it is produced.

If subsequent nodes want to receive the same data simultaneously all they need to know is the connection ID.

As a result we get much more efficient use of bandwidth.

When one adds a module to the 1/0 configuration of a controller, the Requested Packet Interval (RPI) must be entered
as a parameter. This value specifies how often to produce the data for that device. For example,

if one specifies an RPI of 50 ms, it means that every 50 ms the device should send its data to the controller or the controller
should send its data to the device.
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<4 Introduction to EtherNet/IP Technology> (:
<4.2 CIP and data exchange model>

Ethernet/IP uses the producer -consumer data exchange model which describes rules
for how data is exchanged between application programs running in devices.

The CIP producer/consumer networking model replaces the old source/destination
(master/slave) model. In traditional 1/O systems, controllers poll input modules to obtain
their input status. In the CIP system, input modules are not polled by a controller.
Instead, they produce (multicast) their data either upon a change of state or periodically.
With implicit connections, messages are sent cyclically.The frequency of update
depends upon the options chosen during configuration.

The input module, therefore, is a producer of input data, and the controller is a
consumer of the data. The controller can also produce data for other controllers to
consume. Information generated by one device can be consumed a group of devices
over the EtherNet/IP network.

When a message is introduced into the network it is identified by its connection ID not
by its destination address. Multiple hodes may then consume the data to which the
connection ID refers. As a result, when a node wants to receive data it only needs to
ask for it once in order to consume the data each time it is produced. If subsequent
nodes want to receive the same data simultaneously all they need to know is the
connection ID. As a result we get much more efficient use of bandwidth.

When one adds a moduler to the 1/O configuration of a controller, must enter the
Requested Packet Interval (RPI) as a parameter. This value specifies how often to
produce the data for that device. For example, if one specifies an RPI of 50 ms, it
means that every 50 ms the device should send its data to the controller or the
controller should send its data to the device.

The following table (4.2) categorizes the message Transport Classes supported by
EtherNet/IP.
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> Data Exchange Model

Recall that explicit message connections are point-to-point

communication paths between two devices. They follow a simple

request/response network communication format and are always

made to the message router (the Message Router Object). Each

request contains explicit information (not time critical) that the

receiving node decodes and acts upon, then generates an Forms of messaging:
appropriate response.

Thus, all explicit connections are direct connections between two * Unconnected messaging

devices, which require a source address, a destination address, and
a connection ID in each direction. Explicit messages are normally
triggered by events that are external to the CIP™ application layer.

» Connected messaging

Implicit message connections provide dedicated special purpose communication paths (or
ports) between a producer application object and one or more consumer application objects. They
follow the producer/consumer-based connection model and contain implicit (timesensitive data.

The data is implicit because it is identified at the time that the connection is established and the
connection ID’s are assigned and we say that the data is implicitly defined by its connection ID.
Implicit messaging is commonly used for /O messages and takes place within the application
layer of the protocol with both the producer node and consuming nodes aware of the message
content before transmission. For implicit communication, the UDP/IP/MAC protocol stack is used,
which supports the multicast communication (UDP also supports unicast and broadcast
communication, while TCP is restricted to unicast only).

UDP packets are not transmitted directly to the actual IP address of a receiving device, but are
transmitted using a specific device allocated IP multicast address.
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Table 4.2 Traffic classes
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<4 Introduction to EtherNet/IP Technology> (:
<4.2 CIP and data exchange model>

Ethernet/IP uses the producer -consumer data exchange model which describes rules
for how data is exchanged between application programs running in devices.

The CIP producer/consumer networking model replaces the old source/destination
(master/slave) model. In traditional 1/O systems, controllers poll input modules to obtain
their input status. In the CIP system, input modules are not polled by a controller.
Instead, they produce (multicast) their data either upon a change of state or periodically.
With implicit connections, messages are sent cyclically.The frequency of update
depends upon the options chosen during configuration.

The input module, therefore, is a producer of input data, and the controller is a
consumer of the data. The controller can also produce data for other controllers to
consume. Information generated by one device can be consumed a group of devices
over the EtherNet/IP network.

When a message is introduced into the network it is identified by its connection ID not
by its destination address. Multiple hodes may then consume the data to which the
connection ID refers. As a result, when a node wants to receive data it only needs to
ask for it once in order to consume the data each time it is produced. If subsequent
nodes want to receive the same data simultaneously all they need to know is the
connection ID. As a result we get much more efficient use of bandwidth.

When one adds a moduler to the 1/O configuration of a controller, must enter the
Requested Packet Interval (RPI) as a parameter. This value specifies how often to
produce the data for that device. For example, if one specifies an RPI of 50 ms, it
means that every 50 ms the device should send its data to the controller or the
controller should send its data to the device.

The following table (4.2) categorizes the message Transport Classes supported by
EtherNet/IP.
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} Network Topology

Network Devices — Hubs, Switches, Routers, Repeaters, standard twisted-pair
and fiber-optic cables.

Active Star topology — simple to wire, easy to debug and maintain connections

DETERMINISM can be ensured by:
* Replacement of the typical hubs by intelligent switches
+ Switching to higher baud rate
* Full duplex implementation
Table 4.3 Half-duplex v. full duplex ETHERNET

Half-duplex Ethernet Full-duplex Ethernet
. Can work in broadcast mode . Restricted to point to point links connecting
. Mandatory to support exactly two stations

e  Whentwo devices try to transmit at the same time

.

Requires switching
a collision occurs . Each side sends with no blocking on
. Carrier Sense Multiple Access with Collision anything
Detection (CSMA/CD) protocol resolves collisions, | e Receiving is independent of sending
but generates delays e Quality of service better than half-duplex

e The preferred real-time mode

© CoNeT - Co-operative Network Training
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<4 Introduction to EtherNet/IP Technology> (:
<4.3 Network Topology>

When building a network, users may use many of the following components: cabling,
transceivers, hubs, repeaters, routers, and switches. Standard twisted-pair and fiber-optic cables
are fully functional with EtherNet/IP. Depending on the network configuration, an Ethernet hub or
switch is appropriate.

Hub is an inexpensive connectivity method that provides an easy method of connecting devices
on information networks (shared Ethernet).

Switch reduces collisions and is recommended for real-time control installations (switched
Ethernet).

Routers are used to isolate control data traffic from other types of office data traffic, to isolate
information traffic on the plant floor from control traffic on the plant floor, and for security
purposes, i.e., firewalls.

Repeaters extend the overall network cable length. They can also connect networks with
different media types.

To successfully apply EtherNet/IP in automation, the issue of determinism has to be considered.
The inherent principle of the Ethernet bus access mechanism — whereby collisions are detected
and resolved using CSMA/CD protocol — cannot guarantee determinism.

First of all, the typical hubs used in an office environment have to be replaced by intelligent
switches that will forward only those Ethernet frames that are intended for nodes connected to
this switch. With the use of switch technology, collisions are largely avoided except for those
cases where two or more messages are sent to the same node at the same time. The situation
can be further improved by switching to a higher baud rate without increasing the number of
messages. This will result in a lower bandwidth utilization and will thus reduce the chance of
collision.

Typically an EtherNet/IP network uses an active star topology where groups of devices are
connected point-to-point to a switch. The benefit of a star topology is in its support of both 10 and
100M bit/s products. Mixing 10 and 100M bit/s is possible, and most Ethernet switches will
negotiate the speed automatically. The star topology offers connections that are simple to wire,
easy to debug and easy to maintain. The use of Ethernet controller chips, wiring and switches
that support full duplex operation eliminates collisions on the network and permits a node to

Simuitaneousty ransmit and Teceive Messages effectvely (Table 2. 3). Impiemented fuit dupiex
increases the level of determinism.
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Network Topology

Tree

Mesh (wired)

Mesh (wireless)

Star

Ring

<4 Introduction to EtherNet/IP Technology>
<4.3 Network Topology>
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} Quality of Service (QOS) improvement

QoS principles:

+Distinguishing one traffic stream from another (classification)
*Assigning a label to each kind of traffic

*Providing different treatment to different traffic classes

Several different QoS mechanisms have been defined for network protocols. For
EtherNet/IP one of the examples is IEEE's 802.1D/Q standard.
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<4 Introduction to EtherNet/IP Technology> (:

<4.4 Quality of Service (QOS)>

When building a control network, it is important to understand the relative importance of the
various quality of service (Qo0S ) measurements have on the various types of messages.

Summaries are provided in the Table 4.4. The definition of these rough classes is based on the
experiences with existing classes of applications in the bus technologies.

The following QoS principles are employed in the networks:
«Distinguishing one traffic stream from another (classification)
*Assigning a label to each kind of traffic

*Providing different treatment to different traffic classes

The EtherNet/IP specification ed. 1.6 defines behavior of EtherNet/IP networks with respect to
QoS. The overall approach calls for devices to mark their packets with a priority value, using
IEEE 802.1D/Q standard or Differserv Code Points. Switches and routes must be able to
differentiate real-time traffic from non-critical traffic streams (e.g. implicit vs. explicit messages).

Several different QoS mechanisms have been defined for network protocols. For EtherNet/IP one
of the examples is IEEE's 802.1D/Q standard. Using priorities according to IEEE 802.1D/Q
creates an effective method for isolating time-critical and best-effort data.

IEEE 802.1D defines the use of priority in the IEEE 802.1Q format, while the IEEE's 802.1Q
standard was developed to address the problem of how to break large networks into smaller
parts so broadcast and multicast traffic wouldn't grab more bandwidth than necessary. The
standard also helps provide a higher level of security between segments of internal networks.
The 802.1Q specification establishes a standard method for inserting virtual LAN (VLAN)
membership information into Ethernet frames.

The general QoS approach for EtherNet/IP calls for devices to mark their paskets with a priority
value. By this marking switches are able to differentiate EtherNet/IP traffic from non-real time
traffic as well as to differentiate 1/0 Data from Explicite Messages.

For example, the QoS behavior of EtherNet/IP is supported by the following solutions:

*For CIP transport class 0 and 1 UDP connections, there is defined mapping of CIP priorities to
802.1D priorities (Layer 2) or other standard codes of differentiated services (Layers 3:RFC

2475)
*For CIP transport class 3 connections (TCP), there is a single defined 802.1D priority value
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} Quality of Service (QOS)

The general QoS approach to EtherNet/IP calls for devices to mark their
packets with a priority value. From this marking, switches are able to
differentiate EtherNet/IP traffic from non-real time traffic as well as
differentiate I/O Data from Explicit Messages.

For example, the QoS behavior of EtherNet/IP is supported by the
foIIowmg solutions:

For CIP transport class 0 and 1 UDP connections, there is a
defined mapping of CIP priorities to 802.1D priorities (Layer 2) or other
standard codes of differentiated services (Layers 3:RFC 2475)

For CIP transport class 3 connections (TCP), there is a single
deflned 802.1D priority value

© CoNeT - Co-operative Network Training
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<4 Introduction to EtherNet/IP Technology> (:
<4.4 Quality of Service (QOS)>

When building a control network, it is important to understand the relative importance of
the various quality of service (QoS ) measurements have on the various types of
messages.

Summaries are provided in the Table 4.4. The definition of these rough classes is
based on the experiences with existing classes of applications in the bus technologies.

The following QoS principles are employed in the networks:
«Distinguishing one traffic stream from another (classification)
*Assigning a label to each kind of traffic

*Providing different treatment to different traffic classes

The EtherNet/IP specification ed. 1.6 defines behavior of EtherNet/IP networks with
respect to QoS. The overall approach calls for devices to mark their packets with a
priority value, using IEEE 802.1D/Q standard or Differserv Code Points. Switches and
routes must be able to differentiate real-time traffic from non-critical traffic streams (e.g.
implicit vs. explicit messages).

Several different QoS mechanisms have been defined for network protocols. For
EtherNet/IP one of the examples is IEEE's 802.1D/Q standard. Using priorities
according to IEEE 802.1D/Q creates an effective method for isolating time-critical and
best-effort data.

IEEE 802.1D defines the use of priority in the IEEE 802.1Q format, while the IEEE's
802.1Q standard was developed to address the problem of how to break large networks
into smaller parts so broadcast and multicast traffic wouldn't grab more bandwidth than
necessary. The standard also helps provide a higher level of security between
segments of internal networks. The 802.1Q specification establishes a standard

method Tor inserting virtual LAN (VLAN) membership intformation Into Ethernet irames.

The general QoS approach for EtherNet/IP calls for devices to mark their paskets with a
priority value. By this marking switches are able to differentiate EtherNet/IP traffic from
non-real time traffic as well as to differentiate 1/0 Data from Explicite Messages.

For example, the QoS behavior of EtherNet/IP is supported by the following solutions:

eFEnr CIP tranannrt rlace N and 1 IIDP cnnnectinne there ic defined mannina nf CIP
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> Further Reading

For more information visit:

http://www.odva.org
http://www.rtaautomation.com
http://en.wikipedia.org/wiki/EtherNet/IP
http://www.cisco.com

Figure and table sources:
[1] - http://lwww.ethernetip.de Industrial Ethernet Symposium, Amsterdam 2005
[2] http://www.ethernetip.de/ Developer Guide
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<4 Introduction to EtherNet/IP Technology>
<4.5 Further reading>
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For more information visit:

http://www.odva.org
http://www.rtaautomation.com
http://en.wikipedia.org/wiki/EtherNet/IP
http://www.cisco.com

Figure and table sources:
[1] - http://www.ethernetip.de Industrial Ethernet Symposium, Amsterdam 2005
[2] http:/lwww.ethernetip.de/ Developer Guide
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Lesson ,,EtherNet/IP on Allen-Bradley platform”

CoNeT Mobile Lab:
EtherNet/IP on Allen-Bradley platform

@ Allen-Bradley
1 Distributed control architecture |:

Jili

2 Real-time control system and real-time network
3 Monitoring and testing the Ethernet network
4 Introduction to EtherNet/IP technology

5 Introduction to laboratory:
Description of laboratory and basic scenario

6 Software tools
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CoNet Mobile Lab:
Ethernet IP on Allen Bradley platform

Introduction
1 Distributed Control Architecture

2 Real-time control system and real-time network

3 Monitoring and testing the Ethernet network

4 Introduction to EtherNet/IP technology

5 Introduction to laboratory:  Description of laboratory and basic scenario
6 Software tools
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<5 Introduction to laboratory: Description of
> laboratory and basic scenario>

5.1 System architecture

5.2 Aerolift overview

5.3 Basis of PLC

5.4 Real-time network structure

5.5 References
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Content of the lesson ,,EtherNet/IP on Allen-Bradley platform“

5.1 System architecture

5.2 Aerolift Overview

5.3 Basis of PLC

5.4 Real-time network structure
5.5 References
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} System Architecture

Six nodes:

CompactLogix L35E PLC
POINT_IO: 1734-AENT
PowerFlex 40 inverter

WAGO 750-341 Coupler
Internet Camera (WebCam)
PanelView 600 Plus — Touch
Panel (now unused)

QO hwN=

Features:

* All nodes communicate via
EtherNet/IP protocol

* All nodes are placed in a
specially designed Allen-
Bradley demo case

« PC is used as a development
and Ethernet monitoring

© CoNeT - Co-operative Network Training

platform
*  WebCam generates a noises in
Fig. 5.1. Schematic diagram of the laboratory setup the network packet traffic
© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST
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<5 Introduction to laboratory: Description of laboratory and basic scenario>

<5.1 System architecture>

The structure of the Ethernet/IP network is depicted in Fig. 5.1. It contains five nodes,
Aero Lift process control, computer and analog/digital controls (knobs, switches) and
indicators. The main node is the CompactLogix L35E PLC controller made by
Allen&Bradley company. The other nodes are: POINT_IO, WAGO 750-341 1/0 adapter,
PowerFlex 40E inverter and PanelView Plus600 touch panel. The all nodes are
connected via Ethernet media channel with Ethernet/IP industrial protocol. The host
computer is used to configure the all elements of the network, program the PLC
controller and analyzing the Ethernet/IP packets transmitted over TCP/IP or UDP
protocol. An internet camera (Webcam) is used to generate additional packet traffic on
the Ethernet network.

Each of the nodes in the network provides a following function:

* CompactLogix L35E PLC controller executing a control algorithms. It receives the
Ethernet packet containing the measurement data from the POINT_1O and WAGO 750-
341 1/O adapter, than produces control value and sends it (in the form of Ethernet
packet) to the PowerFlex 40E inverter.

* POINT_IO and WAGO 750-341 1/O adapter are directly connected to the Aero Lift
process. They measure the position of the movable lift by utilizing a digital capacitance
sensors. The signal from the sensors are connected to digital input modules.

» PowerFlex 40E inverter provides the required power and adjusts a speed for AC
motor. The reference rotational speed signal is received as a Ethernet packet from the
CompactLogix L35E PLC controller.

» PanelView Plus600 touch panel is not normally used in the project. However it can be
used as an HMI (Human Machine Interface). Connection to a PLC controller can be
done using either RSLinx or KEP OPC Server software.

The all nodes of the Ethernet/IP network was placed in a specially designed Allen-
Bradley demo case.
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} Compact Logix Controller 1769-L35E

PLC CLC 1769-L35E is equiped with:

+ CPU (Central Processing Unit)— firmware
revision 16.3, 15 MB internal memory,

« one RS232 serial port and one 100Mb/s
EtherNet/IP port,

» the Compact Flash card socket,

« the power supply Allen-Bradley 1769-PA2:
input:120/240VAC, output: 24VDC,

» the Digital 1/0 module Allen-Bradley 1769-
IQ6XOW4 (firmware revision 2.1 series B),

» the analog /O module Allen-Bradley 1769-
IF4XOF2 (firmware revision 1.1 series A),

+ the terminal of the CompactBUS Allen-Bradley
1769-ERC.

© CoNeT - Co-operative Network Training
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<5 Introduction to laboratory: Description of laboratory and basic scenario> (:
<5.1 System architecture>

The main part of the Allen-Bradley demo case is Compact Logix Controller 1769-L35E.
The controller consist of the following elements:

CPU (Central Processing Unit)— firmware revision 16.3,

* 15 MB internal memory,

* one RS232 serial port and one 100Mb/s EtherNet/IP port,

« the Compact Flash card socket,

« the power supply Allen-Bradley 1769-PA2, input :120/240VAC, output: 24VDC,

« the Digital /0O module Allen-Bradley 1769-1Q6X0OWA4 (firmware revision 2.1 series B),
« the analog 1/0 module Allen-Bradley 1769-IF4AXOF2 (firmware revision 1.1 series A),
« the terminal of the CompactBUS Allen-Bradley 1769-ERC.
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Compact Logix Controller 1769-L35E - local I/0

> Modules

Table 5.1. The main parameters of the CompactLogix L35E local I/O modules

1756-ENBT

1769-1Q6X0OW4

1769-IF4XOF2

Interface for a ControlLogix
controller to communicate with

other  devices over an
EtherNet/IP network,

o Adapter for 1756 1/O modules,

e Web server to  provide
diagnostic and status
information,

e Communication via

produced/consumed tags and
MSG instructions.

e 6 digital inputs 24V DC
(sinking/sourcing),
operating voltage range
10to 30V,

e 4 digital outputs 24V
relay (AC/DC), operating
voltage range 5 to 265V
AC and 5 to 125V DC

¢ /O diagnostic LEDs.

4 analog inputs (differential or
single-ended), analog normal
operating ranges: voltage 0-10V,
current 0-20 mA, resolution: 8-bits
plus sign, response time: 5
ms/channel,

2 analog outputs (single-ended),
analog normal operating ranges:
voltage 0-10V, current 0-20 mA,
resolution:  8-bits  plus  sign,
response speed: 0.3 (resistance,
inductor), 3 ms (capacitance).

<5 Introduction to laboratory: Description of laboratory and basic scenario>

<5.1 System architecture>

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST
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equipped

The main parameters of the CompactLogix L35E local /0O modules are presented in
Table 5.1. The 1769-L35E controller is designed for the mid-range application. It is
in the operating system with preemptive multitasking system. This
environment supports as many as 8 tasks, but only one can be continuous. A task can
have as many as 32 separate programs with own executable routines and program
tags.
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© CoNeT - Co-operative Network Training

| >POINT_IO Modules

Table 5.2. Parameters of the distributed POINT_IO modules

1734-AENT

e Serves as a bridge between POINT 1/O modules and the
Ethernet/IP network,

Provides communication for CompactLogix, ControlLogix
controllers (supports of connections from multiple
controllers simultaneously),

e Communication via produced/consumed tags,

EtherNet/IP messages encapsulated within standard
TCP/UDP/IP protocol,

Half/full duplex 10 Mbit or 100 Mbit operation (RJ-45,
interfacing via category 5 rated twisted pair cable).

1734-1B8

o 8 digital inputs module: 24 V DC, sink,
Operating voltage range: 10...28.8 V DC.

Allows input filter time in the range of 0...63 ms.

1734-OB4E

o 4 digital outputs module: 24 V DC, source,
Output current rating max. 1 A/channel,

Outputs are not isolated,

Operating voltage range: 10...28.8 V DC.

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST

<5 Introduction to laboratory: Description of laboratory and basic scenario>
<5.1 System architecture>

&=r

The 1734-AENT adapter can carried up to six I/O modules. They are mounted in a
POINT_IO’s chassis and communicate with 1734-AENT adapter via internal bus. Basic
parameters of the 1734-AENT and installed 1/O modules are summarized in Table 5.2.
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© CoNeT - Co-operative Network Training

| >POINT_IO Modules

Table 5.2. Parameters of the distributed POINT_IO modules

2 analog inputs module. Operating ranges voltage: -10... +10 V.

1734-IE2V °
e Input resolution: 15-bits plus sign (-32,768...+32,767),
e The module produces 6 bytes of input data and fault status data:
2-bytes data/channel, 1-byte status/channel,
e Operates in unipolar or bipolar mode.
1734-OE2V ¢ 2 analog outputs module. Output voltage signal range: 0... +10 V

or-10... +10 V,
Output resolution: 13-bits plus sign (-32,768...+32,767),
The module consumes 4 bytes of output data: 2-bytes/channel,

The module produces 2 bytes of fault status data: 1-
byte/channel,

Operates in unipolar or bipolar mode.

1734-VHSC24

Very High Speed Counter module: 24V,

Accepts feedback from an encoder (either single ended or
differential), pulse generators, or mechanical limit switches at
frequencies up to 1 MHz,

Allows filtering with four settings (50Hz, 500Hz, 5kHz or 50kHz).

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST

<5 Introduction to laboratory: Description of laboratory and basic scenario>
<5.1 System architecture>

&=r
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| >WAGO I/0 Modules

Table 5.3. The 1/0 modules of the WAGO node

750-430

8-channel digital input module, DC 24V,

Each input module has an RC noise rejection filter with
a time constant of 3.0 ms,

The status of the input channels is indicated via status
LEDs,

1-conductor connection, high-side switching allowing
direct connection to pnp-type digital sensors,

The process image of the module occupies 1-byte.

750-530

8-channel digital output module, DC 24 V 0.5 A,

The status of the input channels is indicated via status
LEDs,

Short-circuit-protected, high-side switching,
The process image of the module occupies 1-byte.

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST

<5 Introduction to laboratory: Description of laboratory and basic scenario>
<5.1 System architecture>
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The fieldbus coupler 750-341 accepts the all peripheral I/O modules in the WAGO-I/O-
SYSTEM 750. When power is applied to the fieldbus coupler, it automatically detects all
I/0 modules connected to the coupler and creates a local process image. This can be a
mixture of analog and digital modules. The process image is subdivided into an input
and an output data area. The 750-341 coupler is able to send/receive process data via
Ethernet and supports a series of network protocols. For the exchange of process data,
the MODBUS TCP (UDP) and the Ethernet/IP protocols are available. However, the two
communication protocols cannot be used together. The other protocols like HTTP,
BootP, DHCP, DNS, SNTP, FTP and SNMP are provided for the management and
diagnosis of the system. The main parameters of the installed digital /O modules are
shown in Table 5.3.
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| _>Allen-Bradley PowerFlex 40 AC

Main features of the PowerFlex40 AC drive: r
+ Integral keypad for simple operation and programming, ””W! b
* 4 digit display with 10 LED indicators for display of drive status, ‘mmh '
*  Communication with PC using the RS-485 interface ,Ethernet/IP

(also DeviceNet, PROFIBUS DP, LonWorks and ControlNet

interface are available),
» Autotune allows to adapt to individual motor characteristics,

» Sensorless Vector Control provides exceptional speed regulation and very
high levels of torque across the entire speed range of the drive,

» Built-in PID cotroller,

» Timer, Counter, Basic Logic and StepLogic functions,

» Built-in digital and analog 1/0O (2 analog inputs, 7 digital inputs (4 fully

programmable), 1 analog output, 3 digital output),

© CoNeT - Co-operative Network Training

» Easy set-up over the network (RS NetWorx property).

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST
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<5 Introduction to laboratory: Description of laboratory and basic scenario> (:
<5.1 System architecture>

Allen-Bradley PowerFlex 40 AC drive is the smallest and most cost-effective members
of PowerFlex family of drives. The PowerFlex 40 is designed to use for speed control in
applications such as machine tools, fans, pumps and conveyors and material handling
systems. Main features of the PowerFlex40 AC drive:

eintegral keypad for simple operation and programming,
4 digit display with 10 LED indicators for display of drive status,

ecommunication with PC using the RS-485 interface, Ethernet/IP (also DeviceNet,
PROFIBUS DP, LonWorks and ControlNet interface are available),

«Autotune allows to adapt to individual motor characteristics,

*Sensorless Vector Control provides exceptional speed regulation and very high levels
of torque across the entire speed range of the drive,

*built-in PID cotroller,
*Timer, Counter, Basic Logic and StepLogic functions,

*built-in digital and analog I/0O (2 analog inputs, 7 digital inputs (4 fully programmable), 1
analog output, 3 digital output),

eeasy set-up over the network (RS NetWorx property).
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| >PanelView Plus 600 & EtherNet/IP Configuration

« Works as an operator interface,

*  Works under Windows CE operating system,

» Communication via Ethernet interface,

* Has possibilities in data presenting, trends and data
collection,

* Visualization can be implemented using RSView
Studio environment.

The information required to configure the network:

+ Parameters of the Ethernet network: IP address, Subnet mask, Gateway
address.

* Types and parameters of the installed modules.

* Requested Packet Interval (RPI) time.

The RPI is a common parameter configuration for all the modules
connected to a network. It specifies the period at which data is
updated over a connection.

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST
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<5 Introduction to laboratory: Description of laboratory and basic scenario> (:
<5.1 System architecture>

The PanelView Plus 600 is an operator interface. It is equipped with a 5.5 inch display
with touch screen. It works under Windows CE. The panel has wide possibilities in
presenting data such as animations, trends and data collection. The visualization can be
implemented using RSView Studio environment. Communication with the panel is using
the Ethernet interface. The data exchange between Ethernet/IP devices and PanelView
uses OPC client/server mechanism.
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| >EtherNet/IP Configuration

Configuration is performed using RSLinx and RSLogix 5000 software.

Table 5.4. Ethernet/IP parameters of the laboratory setup modules

CompactLogix PanelView WAGO 750-
1734-AENT PowerFlex40

L35E Plus 600 341
IP Address 192.168.1.1 192.168.1.2 192.168.1.3 192.168.1.5 [192.168.1.182
Subnet Mask | 255.255.255.0 |255.255.255.0 | 255.255.255.0 | 255.255.255.0 | 255.255.255.0

Gateway IP
none none none none none
Address
© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST

<5 Introduction to laboratory: Description of laboratory and basic scenario>
<5.1 System architecture>
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The Ethernet/IP parameters assigned to the each node are collected in Table 5.4.
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| >EtherNet/IP Configuration

Configuration is performed using RSLinx and RSLogix 5000 software.

Table 5.4. Ethernet/IP parameters of the laboratory setup modules

CompactLogix

1734-AENT

Type:

Vendor:
Parent:

Nape:
Desciption:

Slot:

Revik

Comm Format: [Fack Opt

L35E

1734-AENT/A 1734 Ethermet Adapter, Twisted-Pair Media

M Module Properties: LocalENB:0 (1734-AENT/A 2.3)

General | Connection | Module Info | Port Configuation | Port Diagnostics | Chassis Size |

AlenBradey

LocaENB

[Pistised 10 el
- © IPAddess: | 192 . 168 . 1 . 2
| | € HostName:

zation 2

0 = chessissee [ =]
2 = | Electionic Keying: |Compatible Keying -

Status: Offfine

oK | Cocel bosy | Heb

© CoNeT - Co-operative Network Training

<5 Introduction to laboratory: Description of laboratory and basic scenario>

<5.1 System architecture>

ot

D N

1y

PanelView WAGO 750-
PowerFlex40
Plus 600 341
x|

General tmlnmwulmc«ﬁwaﬁmlmowlmsm]

Requested PacketInterval (RPI; [ 1000=]ms (20-750.0ms)
I Inhibit Module
I Major Fauk On Controllr If Connection Fails Whie in Run Mode:

Module Fault

Status: Offine ok |[Ccameal | co | He |

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST
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The Ethernet/IP parameters assigned to the each node are collected in Table 5.4.
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| >Aero-Lift Test Rig

|~ -

| AGH Aero-Lift

* 4 floor building model.

+ Sensors — meassure the cart
position and detect the cart
motion.

* High level control — automata

that have 8 inputs and one

© CoNeT - Co-operative Network Training

output.
Fig. 5.2. Aero-Lift - laboratory test-rig
© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST
. . . . [
<5 Introduction to laboratory: Description of laboratory and basic scenario>

<5.2 Aerolift Overview>

The aero-lift (AL) is a system dedicated to a various number of tasks. The test-rig
contains the blower based on 3-phase drive steered by the inverter, 2 pipes for vertical
motion of the cart and 8 discrete sensor to measure the cart position (see Fig. 5.2).
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| >Aero-Lift Test Rig

a) b) A proximity sensor is a sensor
F4 :l: Proximity able to detect the presence of
sensors nearby objects without any

physical contact
\ it

F1

F3

F2

Cart Sib

F1

T [N T

=

A blower is supplied by 3-phase
drive  controling  from  the
PowerFlex inverter

Fig. 5.3. Aero-Lift test rig: a) system overview, b) floor configuration

© CoNeT - Co-operative Network Training
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<5 Introduction to laboratory: Description of laboratory and basic scenario> (:
<5.2 Aerolift Overview>

The system was designed to fulfill requirements of distributed drive control and digital
measurements. The pipes are mounted in a stackable form to obtain 4 floor building
model. Every floor is equipped with 2 sensors to detect the cart position. The cart
contains 2 plates that stabilizes the motion in the pipe and prevents flipping. These
plates are used for the sensing purposes too. The schematic diagram of the system and
floor section is presented in Fig. 5.3 a and b respectively.

These two sensors are used to position the cart at the desired floor and to detect the
cart motion. Observing the history of sensor states the cart motion can be detected.
Thus, the controller could provide an appropriate control strategy.

The high level control can be realized as automata that have 8 inputs and one output
(as four values) with a steady control adjusted for the desired level.

The direct dynamics controller must be much more complex due to the cart dynamics,
nonlinearity of the lifting force that depend on the cart position, its mass, and blower
characteristics. Its performance must be investigated in the identification experiments.
This controller can operate on the measurement available from sensors or can use an
internal observer to estimate the cart position.

Because the aim of the CoNeT project is to diagnose and observe consequences of the
lost data, jitter or delays in the data collection, the direct measurement of the cart
sensor will be used. Therefore, the digital sensors are connected to 2 devices that can
handle digital signals and transmit their states via network to the host PLC. These
devices: distributed 1/0 and WAGO controller are available via the network addresses
X.X.X.2 and X.X.X.182 respectively. Both of them can be configured with a variable

scan time from 2-750ms form the PLC side.
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| >Basis of the PLC controller

PLC controller is an industrial computer, which works under the real time
operation system.

PLC Controller
PLC program

Analog/Digital
Input Modules

CPU Analog/Digital
RAM/ROM Output Modules

Memories

i

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST

Fig. 5.4. Components of the PLC system

) CoNeT - Co-operative Network Training
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<5 Introduction to laboratory: Description of laboratory and basic scenario> (:
<5.3 Basis of PLC>

The function of an input module is to convert incoming signals into signals, which can
be processed by the PLC, and to pass these to the central

control unit. The reverse task is performed by an output module. This converts the PLC
signal into signals suitable for the actuators. The actual processing of the signals is
effected in the central control unit in accordance with the program stored in the memory.
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PLC cycle

| >PLC operating cycle

Reading inputs, outputs
and times

Fieldbus data,
Data of /0O modules

|

PLC program in the RAM
is processed

The completion of one
cycle of this sequence
is called a scan

|

Writing outputs

Fieldbus data,
Data of /0O modules

|

Operating system
functions, updating times

System diagnostics, communications,
Time calculations

mode?

Operating .

STOP

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST
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<5 Introduction to laboratory: Description of laboratory and basic scenario> (:

<5.3 Basis of PLC>
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| >Real-time network structure

u(t imi
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<5 Introduction to laboratory: Description of laboratory and basic scenario>
<5.4 Real-time network structure>

The presented structure can be used to demonstrate the performance of
the Ethernet/IP protocol and observe propagation time delays between
sensor - remote controller and remote controller - actuator.

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST
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network.

actuator.

The process is equipped with a sensors and actuator. Measurements and control
signals are connected to input/output modules of PLC controller. PLC works as I/O
adapter (intelligent adapter) and is connected with Remote controller by Ethernet

The presented structure can be used to demonstrate the performance of Ethernet/IP
protocol, observe propagation time delays between sensor-remote controller and
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| _>Configuration User Interface

Aero-lift — the dynamical system sensitive for sampling time and latency in data transmission

I Module Properties: LocalENB (ETHERNET-MODULE 1.1)

General Connection IModuIeInloI

Requested Packet Interval (RP1): 1,031 ms [(1.0-3200.0 ms)
I Inhibit Module
I Major Fault On Controller If Connection Fails While in Run Mode
s Task Properties - ReadWAGO_Input - @@

General Configuration l Program / Phase Schedule | Monitor |

Type: <

Period: 1.000 ms
Priority: 5 3: (Lower Number Yields Higher Priority)
Watchdog: 500.000 ms

[ Disable Automatic Output Processing To Reduce Task Overhead
[ Inhibit Task

© CoNeT - Co-operative Network Training

Fig. 5.4 User Configuration Interface
© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST
. . . . [
<5 Introduction to laboratory: Description of laboratory and basic scenario>
< 5.4 Real-time network structure >

Fig. 5.4 presents the user interface that allows to configure the Ethernet module and the
Requested Packet Interval (RPI) and schedule for digital data scan with specified task
type set to Periodic and defined Period, Priority and Watchdog. The PLC and system
programmer has the availability to manually adjust appropriate rating to fulfill the control
system requirements. Moreover, it means that the system user can test the influence of
the sensing frequency for the system controllability. Moreover, the sensed data are
transmitted via the network and some latency in the transmission can occur. This is
observable as a jitter in the data delivery and can be diagnosed via the appropriate
software. To diagnose these effect the WireShark application can be used.

The aero lift is an example of the dynamical system that is sensitive for sampling time
and latency in data transmission. With this set-up a number of consequences caused by
the inaccurate settings for Ethernet modules and I/O blocks can be observed. The extra
protection algorithms can be implemented to guarantee the safe operation of the lift.
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| >Real-time network structure

What are the parameters deciding about a network control system
quality and performance?

Scan time of a PLC.

Period time of an implemented Periodic Task.
Requested Packet Interval (RPI) time.
Latency in a data transmission.

HON =

Possible problems to be solved on the laboratory setup:

1. Analyzing an influence of the sampling frequency and/or the RPI on
the AeroLift stability and controllability.

2. Determination of a propagation time delays between sensor-remote
controller and actuator in the Ethernet/IP network based on packet
analysis.

3. Analyzing an influence of the latency time, observable as a jitter in
the data delivery, on performance and quality of the control network
system (to diagnose these effect the WireShark application can be
used).

© 2011 Adam Pifat, Maciej Rosél, Department of Automatics, AGH-UST

<5 Introduction to laboratory: Description of laboratory and basic scenario>
<5.4 Real-time network structure>
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Lesson ,,EtherNet/IP on Allen-Bradley platform”
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EtherNet/IP on Allen-Bradley platform
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CoNet Mobile Lab:
EtherNet/IP on Allen Bradley platform

Introduction
1 Distributed Control Architecture

2 Real-time control system and real-time network

3 Monitoring and testing the Ethernet network

4 Introduction to EtherNet/IP technology

5 Introduction to laboratory:  Description of laboratory and basic scenario
6 Software tools

© 2011 Wojciech Grega, Department of Automatics, AGH University of Science and Technology
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| ><6 Introduction to laboratory: Software tools>

6.1 Wireshark — Network Sniffer

6.2 Wireshark Features

6.3 Tutorial

6.4 References

© CoNeT - Co-operative Network Training
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Content of the lesson ,,EtherNet/IP on Allen-Bradley platform”

6.1 Wireshark — network sniffer
6.2 Wireshark features

6.3 Tutorial

6.4 References
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} Wireshark - Introduction

Freeware network sniffer — administration tool

command T el
B ER Yew Go Cabue Aehow Tastc dep
menus

HwoeE oExea|Beso3 L BEQaa |

< Cqresin. e Spy

. . L
display filter—T%.. [ Souee [ estration [Potoca [ E
nanificafi 7 0.000000 128.221.50.222 P 1167 > Ntto [SYN] eq-0 Len-0 Mos-1450
specification 2 0.127987 192.168.1.46 P Mt > 1163 [SYN, ACK] Se3-0 Ack-1 Win-57

192.168.1.46 TCi
128.121.50.122 1Ci

AL 2B S0 AT 192 1051.90 TG Satmant of 3 raszzenties roul
listing of T MR G
captured = g

Wire, 710 Gytes captured)
gear_61:8a:60 (00:09:3b:61:8016d), DST: WestellT_9f:92:59 (00:0F:db:0f102:b9)

packets Frame ¢ (710 bytes
h Gthernet 11, Src:
= Internet Protocol, Src: 192.168.1.46 (192.168.1.46), Dst: 128.121.50.122 (128.121.50.122)
- Hypartext Transfer Protocal
® GET /news/ HTTP/1.1\r\n
"
indows T 5 S rvit8.1.0) 5 Firefc
details of g
selected -y LA A
packet — .

header 07362.1181169142.2; __utaz-87653150. 1181007382, 1. 1. utr,

packet content
in hexadecimal
and ASCII

of
2571 0: 671 .0 010951 0

Fig. 6.1 Wireshark GUI.
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<6 Introduction to laboratory: Software tools>
<6.1 Wireshark — Network Sniffer>
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Wireshark (originally called Ethereal) is a freeware network sniffer. Sniffer investigates
and analyzes the network traffic. It allows administrators to have the opportunity to
recognize weaknesses and vulnerabilities in the network and quickly find a way to
resolve the problems.

Wireshark is very similar to tcpdump (common packet analyzer that runs under the
command line), but Wireshark has a graphical front-end, and many more information
sorting and filtering options. Wireshark allows the user to see all traffic being passed
over the network by putting the network interface into promiscuous mode (configuration
of a network card that makes the card pass all traffic it receives to the central
processing unit rather than just frames addressed to it).
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} Wireshark - Features

L

« Captures Data "from the wire“ or from a file

* Reads Data from a number of types of networks,
* GUI or the terminal (command line) interface

+ Operations on files

« Display filter.

* Plug-ins can be created for dissecting new protocols.
* VolIP calls detection

» Raw USB ftraffic (under Linux).

© CoNeT - Co-operative Network Training
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<6 Introduction to laboratory: Software tools> (:
<6.2 Wireshark Features>

Wireshark is software that "understands" the structure of different networking protocols.
Thus, it is able to display the encapsulation and the fields along with their meanings of
different packets specified by different networking protocols. Wireshark uses packet
capture (pcap) to capture packets, so it can only capture the packets on the types of
networks that pcap supports.

*Data can be captured "from the wire" from a live network connection or read from a file
that recorded already-captured packets.

sLive data can be read from a number of types of network, including Ethernet, IEEE
802.11, PPP, and loopback.

*Captured network data can be browsed via a GUI, or via the terminal (command line)
version of the utility, tshark.

«Captured files can be programmatically edited or converted via command-line switches
to the "editcap” program.

*Data display can be refined using a display filter.
*Plug-ins can be created for dissecting new protocols.

*VoIP calls in the captured traffic can be detected. If encoded in a compatible encoding
the media flow can even be played.

*Raw USB traffic can be captured with Wireshark. This feature is currently available
only under Linux.
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| _>Wireshark - Tutorial

1. Download and install the software. The latest version (1.4.1) is available
for downlad from the official site

o) 2. Once Wireshark is installed, start it up and you'll be presented with the
= blank screen shown below.

(';3' [ The Wireshark Network Analyzer ()
[ File Edit View Go Capture Analyze Statistics Help

B SHeudee c@AXRE Aa+s0T2(@E QaaD §OS »
=4 Eilter: [ v Expression... Clear Apply

~

O

=

P

()

=4

(0]

=

-

in)

©

~

[0)

Q

?

O

©)

|

o

[

=4

8 Ready to load or capture No Packets Profile: Default

) Fig. 6.2 Wireshark GUI — blank screen.
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<6 Introduction to laboratory: Software tools> (:
<6.3 Tutorial>

1. Download and install the software. The latest version (1.4.1) is available for download
from the official site http://www.wireshark.org/download.html

2. Once Wireshark is installed, start it up and you'll be presented with the blank screen
shown in Fig 6.2.
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> Tutorial — Capture Configuration

3. To start scanning, choose Interfaces from the Capture menu. You'll see a
pop-up window similar to the one below

[ Wireshark: Capture Interfaces =6
Description P Packets Packets/s -
@l Broadcom 440x10/100 Integrated Controller 1921680100 0 0 (options| [Details)
@l Microsoft 192168028 276 25 (Qptions| [Details|
@l MS Tunnel Interface Driver inknowr 0 =
@1 VMware Virtual Ethernet Adapter 192168281 0 [Detaits
@ VMware Virtual Ethernet Adapter 192168481 0 (options| [Details)

Fig. 6.3 Wireshark Capture Interface

Options button — configuration of the advanced options.

© CoNeT - Co-operative Network Training
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<6 Introduction to laboratory: Software tools> (:
<6.3 Tutorial>

3. To start scanning, choose Interfaces from the Capture menu. You'll see a pop-up
window similar to the one in Fig. 6.3

If you'd like to configure advanced options -- like capturing a file, resolving MAC
addresses and DNS names, or limiting the time or size of the capture -- click the
Options button corresponding to the interface you wish to configure. Many of these
options can help to improve the performance of Wireshark. For example, you can adjust
settings to avoid name-resolution issues, as they will otherwise slow down your capture
system and generate large numbers of name queries. Time and size limits can also
place limitations on unattended captures. Otherwise, simply click the Start button next to
the name of the interface on which you wish to capture traffic.
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} Wireshark Sniffing Interface

4. The Wireshark screen will immediately begin filling up with traffic seen on

the network interface, as shown below

B (Untitied) - Wireshark

===

Ele Edt View Go Copture Anahyze Sutistics Help

e [ -

SWeN BE@xXRE A¢*29T72 EE QD #B8% B

Epresson... Clear Apply

No..  Time Source
366 11.767290  192.168.0.31
367 11.768865
369 11775952

192.168.
64.236.91.21
64.236.91.21
192.168.

@ Ethernet II, Src: Sparl

= Domain Name System (response)

IRequest In: 3811
[Time: 0.025771000 seconds]
Transaction ID: Oxcf1f
@ Flags: 0x8180 (Standard query response, No error)
questions: 1
Answer RRs: 6
Authority RRs: 0
Additional RRs: O
= queries
wew. crn. com: type A, class IN

Type: A (ost address)
Class: IN (0x0001)
5 Answers

© waw. cnn. con: type 4, class X

0000 00 1c 26 26 66 a2 00 ﬂe
0010 00 95 00 00 40 00 40 1;

B8 26 c0 28 00 of <0 28
o020 30 1 00 35 5 98 00 85 98 3a cf If 81 80 06 o1
e

o
0020 6f 6d 00 00 01 00 01 cO
0030 by 00 04 0 € 5 13 ¢
0060 b7 00 04 40 ec Sb 17 <O
0070 b7 00 04 40 ec 10 14 cO

T Bt > 36606 [ACK] Seqel Ack=845 Wine6960 Lens0
192.168. TP [TcP segment of a reassembled POU]
39112.414386  64.236.91.21 192.168.0.28 TCP [TCP segment of a reassembled POU] =

¢ EeEUICHI T bt e e e
P T

7 19;
© User Datagram Protocol, Src port: domain (53), DSt Port: 62872 (62872)

Protocol Info

Standard query A www. cnn. con

> heeo (o
TP Tty Fovn) 2K 504o0 ACk=E WIneEi00 Loneb Wese1460
Tcp 36606 > mp [A(K] Seqe1 Ack=1 Win=17520 Len=0

HITP.

Dst: HonHaiPr_26:
2.168.0.28 (192.

:a2 (00:1c:26:26:66:2)
8.0.28)

Profile: Defoult

<6 Introduction to laboratory: Software tools>
<6.3 Tutorial>

Fig. 6.4 Wireshark Screen
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4. The Wireshark screen will immediately begin filling up with traffic seen on the network
interface, as shown in Fig. 6.4
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} Wireshark Sniffing Interface

[ rsted)- wereshank E=xET=>=)
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Each line in the top pane of the Wireshark window corresponds to a single packet seen
on the network. The default display shows the time of the packet (relative to the
initiation of the capture), the source and destination IP addresses, the protocol used and
some information about the packet. You can drill down and obtain more information by
clicking on a row. This causes the bottom two window panes to fill with information.

The middle pane contains drill-down details on the packet selected in the top frame. The
"+" icons reveal varying levels of detail about each layer of information contained within
the packet. In the example above, In this example a DNS response packet was
selected. The DNS response (application layer) section of the packet is expanded to
show that the original was requesting a DNS resolution for www.cnn.com, and this
response is informing us that the available IP addresses include 64.236.91.21. The
bottom window pane shows the contents of the packet in both hexadecimal and ASCII
representations.
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} Color Schemes

5. Color is your friend when analyzing packets with Wireshark.

[ Wireshark: Coloring Rules - —-— =)
[ dit Filter Order

Listis processed in order until match is found
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M
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Fig. 6.5 Wireshark color-coding scheme window.
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5. Color is your friend when analyzing packets with Wireshark. Notice in the example
above that each row is color-coded. The darker blue rows correspond to DNS traffic, the
lighter blue rows are UDP SNMP traffic, and the green rows signify HTTP traffic.
Wireshark includes a complex color-coding scheme (which you can customize). The
default settings appear below.
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